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## Abstract

Rank-metric codes are a family of codes introduced for the first time by Delsarte in 1978. They have been shown to have many applications in several areas. In particular, they gained a lot of interest due to their use in random network coding. These codes are linear subspaces of the space of matrices over a finite field, but they can also be seen as subspaces of vectors over an extension field. The metric considered is the one induced by the rank. Codes that are optimal with respect to this metric are called Maximum Rank Distance (MRD) codes. Rank-metric codes have been shown to have interesting connections in other areas of mathematics, such as finite geometry, combinatorics, nonassociative algebra and complexity theory. This is mainly due to the rich algebraic structure that they have, in particular if one considers MRD codes.

In this thesis we investigate on the algebraic properties of rank-metric codes, considering them both in matrix and in vector representation. First, we give an overview on known results. Then, we study the encoding of rank-metric codes in terms of their generator matrix and in terms of three-dimensional tensors. Indeed, if one considers rank-metric codes as subspaces of vectors, then it is natural to represent them via their generator matrix. An analogue for the spaces of matrices is given by a three-dimensional tensor. We show how these objects have many of the properties of the defining code. We focus then on Gabidulin codes, which is the most prominent and studied family of MRD codes. We characterize all the canonical representations arising from the generator matrix. While it is well-known that Gabidulin codes can be represented via a Moore matrix, it was unclear how their generator matrix in standard form looks like. We completely answer this question, giving rise to a new notion of $q$-analogue of Cauchy matrices.

For what concerns rank-metric codes in the vector representation, we give an algebraic description of MRD codes in terms of their generator matrix. We show that it corresponds to a Zariski open set in the algebraic closure of the underlying field. This implies some density results, leading to probability estimations that a random code is MRD. In particular, we show that if the field is big enough, almost all the codes are MRD, but only few of them belong to the family of Gabidulin codes. This motivates researchers in looking for new MRD constructions.

The investigation of rank-metric codes as spaces of matrices via three-dimensional tensors leads to the notion of tensor rank of a code. This is a new parameter that was never considered before, giving a connection to algebraic complexity theory. Since the tensor rank gives a measure on the complexity of storage and encoding of a rank-metric code, we investigate on codes which
have the smallest possible tensor rank.
Furthermore, we study the properties of some new invariants of vector codes. These invariants are a generalization of some parameters already considered in literature, and give a criterion for testing code inequivalence. Moreover, we show how we can use them in order to derive new characterization and enumerative results.

Finally, we illustrate some applications of rank-metric codes in biometric authentication and in distributed storage.
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## Preface

## Introduction

The rise of coding theory was due to cope with the difficulty to send information through a channel in presence of noise. In the 40 's, Shannon seminal paper 105 laid the foundation of the mathematical framework of information and coding theory. After that, the theory of errorcorrecting codes has been quickly developed, especially thanks to Hamming's work [48], that can be considered as the starting point of algebraic coding theory. In this work, the mathematical framework of block codes endowed with the Hamming distance was proposed. The metric defined by such a distance is the main tool to allow the algebraic study of coding theory.

In the most general framework, algebraic coding theory is the theory of subsets of a vector space over a finite field $\mathbb{F}$ endowed with a distance function. The most studied distance in coding theory is the Hamming distance, which is defined as a map $d: \mathbb{F}^{n} \times \mathbb{F}^{n} \longrightarrow \mathbb{R}$, such that $d(u, v)=\left|\left\{i \in \mathbb{F}^{n}: u_{i} \neq v_{i}\right\}\right|$ for any $u=\left(u_{1}, \ldots, u_{n}\right), v=\left(v_{1}, \ldots, v_{n}\right) \in \mathbb{F}^{n}$. However, in this dissertation, the function considered is the rank distance. The well-known chain of inequalities

$$
|\operatorname{rk}(A)-\operatorname{rk}(B)| \leq \operatorname{rk}(A+B) \leq \operatorname{rk}(A)+\operatorname{rk}(B)
$$

defines a metric on the space of $n \times m$ matrices over a (finite) field $\mathbb{F}$. Codes with this metric have been considered in error control theory for the first time by Delsarte in [30], although similar notions can be traced back to [54]. Few years later, Gabidulin introduced the rank distance on vectors over a field extension of $\mathbb{F}$ and studied the relations between this vector representation and the matrix representation given by Delsarte [36].

In both the frameworks described, rank-metric codes have been shown to have many interesting applications. Roth was the first to use them for crisscross error correction in [96]. Then, Silva, Kschischang and Kötter proposed a scheme that uses rank-metric codes for error correction in network coding [58, 111, 109]. After these groundbreaking papers, many researchers, not only from the coding theory community, focused their attention on rank-metric codes. More recently, many other applications have been investigated, such as in distributed storage systems [108], construction and decoding of space-time codes [39, 13, 70], and low-rank matrix recovery [35, [78]. However, one of the most appealing and important research directions is oriented towards code-based cryptography.

Rank-metric codes in general, and MRD codes in particular, are also well-studied from a theoretical point of view. Their notion can be found also in other areas of mathematics, and not only in algebraic coding theory. Their connection with semifields is well-known and studied [106], and the recent construction of twisted Gabidulin codes is a generalization of the twisted semifields introduced by Albert [1]. Also, MRD codes have been studied in connection to linear sets and other objects arising in finite geometry [73]. Finally, some combinatorial techniques had led to new results in rank-metric codes and their duality theory [92, 9, 18]. For these reasons, rank-metric codes have brought together researchers from coding theory, finite geometry, combinatorics and algebra, leading to a fast improvement of their mathematical theory in the last decade.

## Personal Contributions

In this thesis, we give a treatise on rank-metric codes. We explain in details the rich algebraic structure that they possess, and that comes from their representations. Invariants and density results arising from the algebraic description are carefully described. Moreover, part of the dissertation is devoted to the study of codes having optimal parameters, namely maximum rank distance (MRD) codes, and their general properties. The most studied family of MRD codes is the one of Gabidulin codes, which we analyze in detail. Furthermore, the theory of rank-metric codes gives rise to an interesting connection with three-dimensional tensors, that provides a link to algebraic complexity theory. Finally, we briefly describe few applications of rank-metric codes.

The aim of this work is to combine the existing literature on rank-metric codes with the personal contributions in [16, 79, 81, 82, 83, 84, 53, 80], in order to provide a complete and original overview on the topic.

With the purpose of characterizing the encoding schemes for rank-metric codes, in [16] Byrne, Ravagnani, Sheekey and the author developed a theory for the representation of matrix rankmetric codes as three-dimensional tensors. More specifically, every $k$-dimensional $\mathbb{F}_{q}$-subspace $\mathcal{C}$ of $\mathbb{F}_{q}^{n \times m}$ can be represented via a generator tensor $T \in \mathbb{F}_{q}^{k} \otimes \mathbb{F}_{q}^{n} \otimes \mathbb{F}_{q}^{m} \cong \mathbb{F}_{q}^{k \times n \times m}$. Such a tensor $T$ identifies an encoding map $\mathcal{E}_{T}: \mathbb{F}_{q}^{k} \longrightarrow \mathbb{F}_{q}^{n \times m}$ such that $\operatorname{Im}\left(\mathcal{E}_{T}\right)=\mathcal{C}$. This representation is the analogue of the generator matrix for linear codes in $\mathbb{F}_{q}^{n}$. Moreover, the analogous notion of a parity check matrix is determined. It is shown how one can read information on the parameters of a code from these two new objects. In the same paper, a new parameter of rank-metric codes, arising from the tensor representation, is investigated. It is the tensor rank. It is important to remark that this parameter has no analogue in the linear block case; it gives an idea of "how complex" the rank-metric code is, and it measures how many bits are needed in order to store the code. For this reason, codes with small tensor rank are investigated, and some constructions are proposed. The study of the tensor rank of a rank-metric code leads to a new connection between the theory of rank-metric codes and algebraic complexity theory. As an example, one can see that the tensor rank of a 1 -dimensional Gabidulin code in $\mathbb{F}_{q}^{n \times m}$ corresponds to the complexity
of multiplication between two polynomials in $\mathbb{F}_{q}[x]$ whose degrees are upper-bounded by $n$ and $m$, respectively.

The author spent much effort in investigating the algebraic structure of MRD codes. Among them, the family of generalized Gabidulin codes is still the most interesting from an algebraic point of view. These codes can be considered the analogue of generalized Reed-Solomon (GRS) codes for the rank metric, since they both correspond to the evaluation of some special set of polynomials. In this direction, another analogy emerges in the generator matrices of these codes. While the canonical generator matrix for GRS codes can be described via a Vandermonde matrix, the analogous generator matrix for a generalized Gabidulin code is given by the Moore matrix. In 1985, Roth and Seroussi gave a characterization of the generator matrix in reduced row echelon form for GRS codes, showing that GRS codes are in 1-to-1 correspondence with generalized Cauchy matrices [98]. In [79], the author found a parametrization of the generator matrix in reduced row echelon form of generalized Gabidulin codes. The matrix obtained is of the form $\left(I_{k} \mid X\right)$, where $X$ can be considered as the $q$-analogue of generalized Cauchy matrices, leading to a new definition of $\theta$-Cauchy matrices. In the same paper, some applications of this parametrization are given. Among them, it is worth to mention the development of a new criterion for determining whether a given rank-metric code is a generalized Gabidulin code. The result only requires $\mathcal{O}\left(k^{2} m n\right)$ field operations, where $k$ is the dimension and $n$ is the length of the given code. It is also shown that it improves by an exponential speed-up the best previously known criterion.

In [81, Horlemann-Trautmann, Randrianarisoa, Rosenthal and the author showed that the properties for a code $C \subseteq \mathbb{F}_{q^{m}}^{n}$ of being MRD and non-Gabidulin are generic. This means that over a large field extension a randomly chosen generator matrix generates an MRD code that is not a Gabidulin code in $\mathbb{F}_{q^{m}}^{n}$ with probability approaching 1 , when $m$ increases. Moreover, upper and lower bounds on the respective probabilities in dependence on the extension degree are derived. This result motivates many researchers to look for new constructions of MRD codes and, since then, some new families have been discovered. There, it is also shown that for any length and dimension there exists a linear non-Gabidulin MRD code, if the extension degree is large enough. Although this can be considered as a trivial observation implied by Sheekey's construction whenever $q \geq 3$, for $q=2$ it gives an important result, since there are essentially no construction of linear MRD codes over $\mathbb{F}_{2^{m}}$ except for the Gabidulin one.

When one considers new rank-metric codes constructions, it is needed to check whether the new codes are equivalent to any other known construction. For this purpose, one wants to develop some criteria to check code equivalence. A first criterion was introduced in 51]. This criterion was based on the dimension of the $\sigma$-sum of a code $C \subseteq \mathbb{F}_{q^{m}}^{n}$, that is the subspace $C+\sigma(C)$, where $\sigma \in \operatorname{Gal}\left(\mathbb{F}_{q^{m}} / \mathbb{F}_{q}\right)$. In [82], Puchinger, Horlemann-Trautmann and the author gave a generalization of this idea, by considering the $\mathbb{F}_{q^{m} \text {-subspace }}$ generated by the code and the application of several powers of the automorphism $\sigma$ to it. The sequence of the dimensions of such
subspaces is called $\sigma$-sequence and is an invariant of a rank-metric code, which provides an easy checkable criterion for determining code inequivalence. Furthermore, the study of $\sigma$-sequences has important implications in code-based cryptography. Indeed, they serve as distinguishers for retrieving the structure of the rank-metric code used in the McEliece-type cryptosystem. In the same paper, the $\sigma$-sequences of Gabidulin and twisted Gabidulin codes are computed. In the subsequent work [83] by the same authors, it is shown how to apply the theory of these invariants in order to obtain some lower bounds on the number of equivalence classes of Gabidulin and twisted Gabidulin codes. In some special cases, the exact number of such equivalence classes is provided. Moreover, a characterization result for Gabidulin codes is given in terms of the $\sigma$-sequences.

The remaining works focus on some applications of rank-metric codes. In [84], Rosenthal, Schipani and the author proposed an authentication scheme based on Gabidulin codes and linearized polynomials. The motivation is that rank-metric codes can correct more errors which have particular structures (i.e. matrices with small rank), and in some frameworks they could outperform authentication schemes based on Hamming metric. In [80], Horlemann-Trautmann and the author used MRD codes for constructing partial MDS codes. These codes are used in distributed storage, and they are a special family of locally repairable codes that achieve the maximum capacity of erasure correction from an information theoretical point of view. Moreover, an algebraic description and a characterization result for a special class of PMDS codes are given in the paper [53] by the same authors.

## Outline

In order to make this dissertation as self-contained as possible, we recall some preliminary results in Chapter 1. We start with the basics on finite fields, with a particular focus on trace, norm and $q$-polynomials. Then, we give an overview on three-dimensional tensors, their characterizations and representations. Finally, we conclude with a brief description of linear block codes and some results on generalized Reed-Solomon codes.

In Chapter 2 we introduce rank-metric codes. We give some basic notions and results, and study both matrix and vector codes in terms of their parameters, duality and code equivalence. The link between the two representations is also explained. Moreover, we define maximum rank distance codes, which are codes with optimal parameters with respect to the Singleton bound.

Chapter 3 focuses on the encoding and the representation of rank-metric codes. On one hand, we see that vector codes can be represented via the generator matrix, which is a wellknown concept in coding theory. On the other hand, matrix codes can be represented as threedimensional tensors. Roughly speaking, one can think about a sort of cube built gluing together a basis of matrices for the code. This representation is known as generator tensor, and was introduced in [16]. In that paper, we show that this leads to interesting results in terms of encoding and storage complexity, as explained in Subsection 3.2.1. Morever, we describe how to
extrapolate information about a code from any of its generator matrices (respectively tensors).
The family of Gabidulin codes is the central topic of Chapter 4 All the most important properties are explained and a complete description of their representation is given, following the results in [79]. In the present dissertation, Gabidulin codes are explained in a more general way. In spite of the usual definitions using $q$-polynomials, we define them using the group algebra on the Galois group of the defining field extension. This makes (almost) all the results true even for fields of any characteristic. This generalization is explained in Section 4.5 .

Genericity results are then discussed in Chapter 5. Section 5.1 is based on 81, in which Neri, Horlemann-Trautmann, Randrianarisoa and Rosenthal showed that in the vector representation, maximum rank distance codes are dense in the set of all rank-metric codes which are linear over the extension field, while Gabidulin codes are rare. This implies that a randomly chosen linear code is very likely a maximum rank distance code but not a Gabidulin code, if the degree of the extension field is big enough. Quite surprisingly, a similar result does not hold for matrix codes which are linear over the base field. This was proved independently by Antrobus and Gluesing-Luerssen in [18] and by Byrne and Ravagnani in [2], and it is briefly explained in Section 5.2.

In Chapter 6, the relation between rank-metric codes and three-dimensional tensors is furtherly investigated [16]. This connection leads also to a connection between rank-metric codes and linear block codes. In particular, the notion of tensor rank of a code is central to this chapter. This is because the smaller the tensor rank, the lower the storage and encoding complexity. This motivates the study of minimum tensor rank codes, which we face in Section 6.2. Those codes are extremal codes with respect to a Singleton-like bound for the tensor rank.

Chapter 7 contains an intensive study of some new invariants, introduced in 82 and additionally investigated in [83]. These invariants are based on the dimensions of the $\sigma$-sums and the $\sigma$-intersections of a vector code $C$. More specifically, we show that the sequence of dimensions of the linear spaces, generated by $C$ together with itself under several applications of a field automorphism, is an invariant for the whole equivalence class of the code. The same also holds for the dimensions of the intersections of such spaces. Moreover, we compute such sequences of dimensions for the known classes of Gabidulin and twisted Gabidulin codes. As a result, we derive upper and lower bounds on the number of inequivalent codes. Finally, we derive a characterization theorem for Gabidulin codes, which is partially based on these invariants.

Finally, in Chapter 8 we focus on applications of rank-metric codes. We briefly describe the most common uses of these codes for communication and security purposes. Then, we analyze two specific aspects. We describe a fuzzy authentication model based on Gabidulin codes, which was proposed in [84] for authentication using approximate matching under a certain metric of similarity. Afterwards, we deal with partial MDS codes, a family of codes used for distributed storage. Based on [53, 80], we give an algebraic description of these codes, a characterization result and a general construction that involves maximum rank distance codes.

## Chapter 1

## Preliminaries

In this chapter we give some preliminary notions that will be useful in the whole dissertation. We introduce the basics of finite fields, the trace and norm maps, and some additional results on the theory of $q$-analogues. Afterwards, we revise some theory of tensors, in particular the threedimensional ones. Finally, we give an overview on classical coding theory with the Hamming metric, with a particular focus on the family of generalized Reed-Solomon codes.

Notation: Let $\mathcal{X}, \mathcal{Y}$ be two sets and $f: \mathcal{X} \rightarrow \mathcal{Y}$ be a map. For any $\mathcal{S} \subseteq \mathcal{Y}$ we denote the preimage of $\mathcal{S}$ under the map $f$ by $f^{-1}(\mathcal{S})$, i.e.

$$
f^{-1}(\mathcal{S}):=\{x \in \mathcal{X} \mid f(x) \in \mathcal{S}\}
$$

We will widely use this notation in the present dissertation. Moreover, for any positive integer $i$ we let $[i]:=\{1, \ldots, i\}$.

### 1.1 Finite Fields

The following definitions and results can be found in any textbook on finite fields, e.g. [68]. We denote the finite field of cardinality $q$ by $\mathbb{F}_{q}$. It is well-known that it exists if and only if $q$ is a prime power. Moreover, if it exists, $\mathbb{F}_{q}$ is unique up to isomorphism. An extension field of extension degree $m$ is denoted by $\mathbb{F}_{q^{m}}$. An important property of finite fields is the existence of a primitive element. This means that there always exists $\gamma \in \mathbb{F}_{q}$ that is a generator of $\mathbb{F}_{q}^{*}$, i.e.

$$
\mathbb{F}_{q}=\{0\} \cup\left\{\gamma^{i} \mid 0 \leq i \leq q-2\right\} .
$$

We now recall some basic theory on finite fields and the trace function. It is well-known that the extension field $\mathbb{F}_{q^{m}} / \mathbb{F}_{q}$ is a Galois extension and

$$
\operatorname{Gal}\left(\mathbb{F}_{q^{m}} / \mathbb{F}_{q}\right)=\left\{\sigma: \mathbb{F}_{q^{m}} \rightarrow \mathbb{F}_{q^{m}} \text { field automorphism } \mid \sigma_{\left.\right|_{\mathbb{E}_{q}}}=\mathrm{id}\right\}
$$

is a cyclic group. One of its generators is given by the $q$-Frobenius automorphism $\bar{\theta}$, defined as

$$
\begin{aligned}
\bar{\theta}: \mathbb{F}_{q^{m}} & \longrightarrow \mathbb{F}_{q^{m}} \\
\alpha & \longmapsto \alpha^{q} .
\end{aligned}
$$

### 1.1.1 Trace over Finite Fields and its Duality

We study here the trace map of a finite field extension, and the duality theory that follows from that.

Definition 1.1. Let $\mathbb{F}_{q^{m}} / \mathbb{F}_{q}$ be a finite extension of fields. For $\alpha \in \mathbb{F}_{q^{m}}$, the trace of $\alpha$ with respect to the extension $\mathbb{F}_{q^{m}} / \mathbb{F}_{q}$ is defined by

$$
\operatorname{Tr}_{\mathbb{F}_{q^{m}} / \mathbb{F}_{q}}(\alpha):=\sum_{\sigma \in \operatorname{Gal}\left(\mathbb{F}_{q^{m}} / \mathbb{F}_{q}\right)} \sigma(\alpha)=\sum_{i=0}^{m-1} \bar{\theta}^{i}(\alpha)=\sum_{i=0}^{m-1} \alpha^{q^{i}},
$$

We will refer to the function

$$
\operatorname{Tr}_{\mathbb{F}_{q^{m}} / \mathbb{F}_{q}}: \mathbb{F}_{q^{m}} \longrightarrow \mathbb{F}_{q}
$$

as the trace map of $\mathbb{F}_{q^{m}} / \mathbb{F}_{q}$.
For every generator $\theta$ of $\operatorname{Gal}\left(\mathbb{F}_{q^{m}} / \mathbb{F}_{q}\right)$, we denote by $\psi_{\theta}$ the map given by

$$
\begin{aligned}
\psi_{\theta}: \mathbb{F}_{q^{m}} & \longrightarrow \mathbb{F}_{q^{m}} \\
\alpha & \longmapsto \theta(\alpha)-\alpha .
\end{aligned}
$$

The following result relates the trace with the maps $\psi_{\theta}$.
Lemma 1.2. The trace function satisfies the following properties:

1. $\operatorname{Tr}_{\mathbb{F}_{q^{m}} / \mathbb{F}_{q}}(\alpha) \in \mathbb{F}_{q}$ for all $\alpha \in \mathbb{F}_{q^{m}}$.
2. $\operatorname{Tr}_{\mathbb{F}_{q^{m}} / \mathbb{F}_{q}}$ is an $\mathbb{F}_{q^{-}}$-linear surjective transformation from $\mathbb{F}_{q^{m}}$ to $\mathbb{F}_{q}$.
3. $\psi_{\theta}$ is an $\mathbb{F}_{q}$-linear transformation from $\mathbb{F}_{q^{m}}$ to itself.
4. For every generator $\theta$ of $\operatorname{Gal}\left(\mathbb{F}_{q^{m}} / \mathbb{F}_{q}\right), \psi_{\theta}(\alpha)=0$ if and only if $\alpha \in \mathbb{F}_{q}$.
5. (Additive Hilbert's Theorem 90 for finite fields) $\operatorname{ker}\left(\operatorname{Tr}_{\mathbb{F}_{q^{m}} / \mathbb{F}_{q}}\right)=\operatorname{Im}\left(\psi_{\theta}\right)$ for every generator $\theta$ of $\operatorname{Gal}\left(\mathbb{F}_{q^{m}} / \mathbb{F}_{q}\right)$ and has cardinality $q^{m-1}$.

Proof. A partial proof of this result can be found in [68, Chapter 2, Section 3]. For a complete proof we refer to [81, Lemma 2].

The trace map has many important properties. One of them is that it can be used to define an isomorphism between $\mathbb{F}_{q^{m}}$ and $\operatorname{Hom}_{\mathbb{F}_{q}}\left(\mathbb{F}_{q^{m}}, \mathbb{F}_{q}\right)$.

Definition 1.3. The $\mathbb{F}_{q}$-bilinear map defined as

$$
\begin{aligned}
\operatorname{tr}: \mathbb{F}_{q^{m}} \times \mathbb{F}_{q^{m}} & \longrightarrow \mathbb{F}_{q} \\
(\alpha, \beta) & \longmapsto \operatorname{Tr}_{\mathbb{F}_{q^{m}} / \mathbb{F}_{q}}(\alpha \beta),
\end{aligned}
$$

is called the trace form of the extension $\mathbb{F}_{q^{m}} / \mathbb{F}_{q}$.
Observe that for every $\alpha \in \mathbb{F}_{q^{m}}$, we can associate an $\mathbb{F}_{q}$-linear map $T_{\alpha} \in \operatorname{Hom}_{\mathbb{F}_{q}}\left(\mathbb{F}_{q^{m}}, \mathbb{F}_{q}\right)$, defined as

$$
\begin{aligned}
T_{\alpha}: \mathbb{F}_{q^{m}} & \longrightarrow \mathbb{F}_{q} \\
\beta & \longmapsto \operatorname{Tr}_{\mathbb{F}_{q^{m}} / \mathbb{F}_{q}}(\alpha \beta) .
\end{aligned}
$$

Theorem 1.4. The trace form of $\mathbb{F}_{q^{m}} / \mathbb{F}_{q}$ is a symmetric non degenerate $\mathbb{F}_{q}$-bilinear form. Moreover it induces a duality isomorphism given by

$$
\begin{aligned}
\Psi: \mathbb{F}_{q^{m}} & \longrightarrow \operatorname{Hom}_{\mathbb{F}_{q}}\left(\mathbb{F}_{q^{m}}, \mathbb{F}_{q}\right) \\
\alpha & \longmapsto T_{\alpha} .
\end{aligned}
$$

Proof. For the proof one can see [68, Theorem 2.24].
The following results directly follow from Theorem 1.4
Corollary 1.5. For every $\alpha \in \mathbb{F}_{q^{m}}^{*}$ the map $T_{\alpha}$ is non identically zero, and hence $\operatorname{dim}_{\mathbb{F}_{q}}\left(\operatorname{ker}\left(T_{\alpha}\right)\right)=$ $m-1$.

Corollary 1.6. For every $\alpha, \beta \in \mathbb{F}_{q^{m}}$ and $\lambda, \mu \in \mathbb{F}_{q}$, we have

$$
T_{\lambda \alpha+\mu \beta}=\lambda T_{\alpha}+\mu T_{\beta} .
$$

Since the trace form induces a duality isomorphism, we can naturally define the notion of dual basis.

Definition 1.7. Given an $\mathbb{F}_{q^{-}}$-basis $\alpha_{1}, \ldots, \alpha_{m}$ of $\mathbb{F}_{q^{m}}$ and $\beta_{1}, \ldots, \beta_{m} \in \mathbb{F}_{q^{m}}$, we say that $\beta_{1}, \ldots, \beta_{m}$ is a dual basis of $\alpha_{1}, \ldots, \alpha_{m}$ with respect to the trace form, if for all $i, j \in[m]$

$$
\operatorname{tr}\left(\alpha_{i}, \beta_{j}\right)=\delta_{i, j}= \begin{cases}1 & \text { if } i=j \\ 0 & \text { if } i \neq j\end{cases}
$$

Remark 1.8. Given an $\mathbb{F}_{q^{-}}$basis $\alpha_{1}, \ldots, \alpha_{m}$ of $\mathbb{F}_{q^{m}}$, the existence and uniqueness of its dual basis follow by Theorem 1.4 and the fact that $\mathbb{F}_{q^{m}}$ is a finite dimensional $\mathbb{F}_{q^{-}}$-vector space.

Lemma 1.9. For every $\alpha_{1}, \ldots, \alpha_{k}, \beta \in \mathbb{F}_{q^{m}}$,

$$
\operatorname{ker}\left(T_{\alpha_{1}}\right) \cap \ldots \cap \operatorname{ker}\left(T_{\alpha_{k}}\right) \subseteq \operatorname{ker}\left(T_{\beta}\right)
$$

if and only if $\beta \in\left\langle\alpha_{1}, \ldots, \alpha_{k}\right\rangle$.

Proof. Suppose $\beta \in\left\langle\alpha_{1}, \ldots, \alpha_{k}\right\rangle$. By Corollary 1.6, there exist $\lambda_{1}, \ldots, \lambda_{k} \in \mathbb{F}_{q}$ such that $T_{\beta}=$ $\lambda_{1} T_{\alpha_{1}}+\ldots+\lambda_{k} T_{\alpha_{k}}$. Hence, if $x \in \operatorname{ker}\left(T_{\alpha_{1}}\right) \cap \ldots \cap \operatorname{ker}\left(T_{\alpha_{k}}\right)$, then

$$
T_{\beta}(x)=\lambda_{1} T_{\alpha_{1}}(x)+\ldots+\lambda_{k} T_{\alpha_{k}}(x)=0+\ldots+0=0
$$

and therefore $x \in \operatorname{ker}\left(T_{\beta}\right)$.
On the other hand, suppose $\beta \notin\left\langle\alpha_{1}, \ldots, \alpha_{k}\right\rangle$. Let $s:=\operatorname{dim}_{\mathbb{F}_{q}}\left\langle\alpha_{1}, \ldots, \alpha_{k}\right\rangle$. Without loss of generality we can assume that $\left\langle\alpha_{1}, \ldots, \alpha_{k}\right\rangle=\left\langle\alpha_{1}, \ldots, \alpha_{s}\right\rangle$. Now, complete $\alpha_{1}, \ldots, \alpha_{s}, \beta$ to an $\mathbb{F}_{q^{-}}$-basis $\alpha_{1}, \ldots, \alpha_{s}, \beta, \gamma_{1}, \ldots \gamma_{m-s-1}$ of $\mathbb{F}_{q^{m}}$ and consider its dual basis with respect to the trace form $\tilde{\alpha}_{1}, \ldots, \tilde{\alpha}_{s}, \tilde{\beta}, \tilde{\gamma}_{1}, \ldots \tilde{\gamma}_{m-s-1}$. Therefore, $T_{\alpha_{i}}(\tilde{\beta})=0$ for every $i \in[s]$ and $T_{\beta}(\tilde{\beta})=1$, i.e.

$$
\tilde{\beta} \in \operatorname{ker}\left(T_{\alpha_{1}}\right) \cap \ldots \cap \operatorname{ker}\left(T_{\alpha_{k}}\right) \backslash \operatorname{ker}\left(T_{\beta}\right) .
$$

Theorem 1.10. For every $\alpha_{1}, \ldots, \alpha_{k} \in \mathbb{F}_{q^{m}}$,

$$
\operatorname{dim}_{\mathbb{F}_{q}}\left(\operatorname{ker}\left(T_{\alpha_{1}}\right) \cap \ldots \cap \operatorname{ker}\left(T_{\alpha_{k}}\right)\right)=m-\operatorname{dim}_{\mathbb{F}_{q}}\left\langle\alpha_{1}, \ldots, \alpha_{k}\right\rangle
$$

Proof. Let $s:=\operatorname{dim}_{\mathbb{F}_{q}}\left\langle\alpha_{1}, \ldots, \alpha_{k}\right\rangle$. Without loss of generality we can suppose $\left\langle\alpha_{1}, \ldots, \alpha_{k}\right\rangle=$ $\left\langle\alpha_{1}, \ldots, \alpha_{s}\right\rangle$. By Lemma 1.9, we have $\operatorname{ker}\left(T_{\alpha_{s+1}}\right), \ldots, \operatorname{ker}\left(T_{\alpha_{k}}\right) \supseteq \operatorname{ker}\left(T_{\alpha_{1}}\right) \cap \ldots \cap \operatorname{ker}\left(T_{\alpha_{s}}\right)$, and hence

$$
\operatorname{ker}\left(T_{\alpha_{1}}\right) \cap \ldots \cap \operatorname{ker}\left(T_{\alpha_{k}}\right)=\operatorname{ker}\left(T_{\alpha_{1}}\right) \cap \ldots \cap \operatorname{ker}\left(T_{\alpha_{s}}\right) .
$$

Therefore, it is enough to prove the statement when $\alpha_{1}, \ldots, \alpha_{k}$ are linearly independent over $\mathbb{F}_{q}$. We use induction on $k$. If $k=1$ then $\operatorname{dim}_{\mathbb{F}_{q}}\left(\operatorname{ker}\left(T_{\alpha_{1}}\right)\right)=m-1$ by Corollary 1.5 .

Suppose now that the statement is true for $k-1$, i.e.

$$
\operatorname{dim}_{\mathbb{F}_{q}}(S)=m-k+1,
$$

where $S:=\operatorname{ker}\left(T_{\alpha_{1}}\right) \cap \ldots \cap \operatorname{ker}\left(T_{\alpha_{k-1}}\right)$. Then, by Lemma 1.9, $S \nsubseteq \operatorname{ker}\left(T_{\alpha_{k}}\right)$, i.e. $S+\operatorname{ker}\left(T_{\alpha_{k}}\right)=$ $\mathbb{F}_{q^{m}}$. Therefore,

$$
\begin{aligned}
\operatorname{dim}_{\mathbb{F}_{q}}\left(S \cap \operatorname{ker}\left(T_{\alpha_{k}}\right)\right) & =\operatorname{dim}_{\mathbb{F}_{q}}(S)+\operatorname{dim}_{\mathbb{F}_{q}}\left(\operatorname{ker}\left(T_{\alpha_{k}}\right)\right)-\operatorname{dim}_{\mathbb{F}_{q}}\left(S+\operatorname{ker}\left(T_{\alpha_{k}}\right)\right) \\
& =m-k+1+m-1-m \\
& =m-k .
\end{aligned}
$$

Now, let $\alpha_{1}, \ldots, \alpha_{k} \in \mathbb{F}_{q^{m}}$ be $\mathbb{F}_{q^{-}}$-linearly independent and complete them to a basis $\alpha_{1}, \ldots, \alpha_{m}$ of $\mathbb{F}_{q^{m}}$. Let $\beta_{1}, \ldots, \beta_{m}$ be its dual bases. Then for every $i=1, \ldots, k$ we have $T_{\alpha_{i}}\left(\beta_{j}\right)=0$ for
every $j=k+1, \ldots, m$, i.e. $\beta_{j} \in \operatorname{ker}\left(T_{\alpha_{1}}\right) \cap \ldots \cap \operatorname{ker}\left(T_{\alpha_{k}}\right)$. Moreover, by Theorem 1.10, we get $\operatorname{dim}_{\mathbb{F}_{q}}\left(\operatorname{ker}\left(T_{\alpha_{1}}\right) \cap \ldots \cap \operatorname{ker}\left(T_{\alpha_{k}}\right)\right)=m-k$, and hence

$$
\operatorname{ker}\left(T_{\alpha_{1}}\right) \cap \ldots \cap \operatorname{ker}\left(T_{\alpha_{k}}\right)=\left\langle\beta_{k+1}, \ldots, \beta_{m}\right\rangle
$$

We can now define the trace-orthogonal space of a subspace as follows.
Definition 1.11. Let $S:=\left\langle\alpha_{1}, \ldots, \alpha_{k}\right\rangle$ be an $\mathbb{F}_{q^{-}}$-subspace of $\mathbb{F}_{q^{m}}$. Then the trace-orthogonal space of $S$ is defined as the $\mathbb{F}_{q^{-}}$-subspace

$$
S^{\times}:=\operatorname{ker}\left(T_{\alpha_{1}}\right) \cap \ldots \cap \operatorname{ker}\left(T_{\alpha_{k}}\right) .
$$

Proposition 1.12. The subspace $S^{\times}$is well-defined, i.e. it does not depend on the choice of the set of generators.

Proof. Let $\left\{\alpha_{1}, \ldots, \alpha_{k}\right\}$ and $\left\{\alpha_{1}^{\prime}, \ldots, \alpha_{t}^{\prime}\right\}$ be two sets of generators for a subspace $S$. We want to prove that $\operatorname{ker}\left(T_{\alpha_{1}}\right) \cap \ldots \cap \operatorname{ker}\left(T_{\alpha_{k}}\right)=\operatorname{ker}\left(T_{\alpha_{1}^{\prime}}\right) \cap \ldots \cap \operatorname{ker}\left(T_{\alpha_{t}^{\prime}}\right)$. For every $i=1, \ldots, k$, $\alpha_{i} \in\left\langle\alpha_{1}^{\prime}, \ldots, \alpha_{t}^{\prime}\right\rangle$ and therefore, by Lemma 1.9, it holds that $\operatorname{ker}\left(T_{\alpha_{i}}\right) \supseteq \operatorname{ker}\left(T_{\alpha_{1}^{\prime}}\right) \cap \ldots \cap \operatorname{ker}\left(T_{\alpha_{t}^{\prime}}\right)$. Hence,

$$
\operatorname{ker}\left(T_{\alpha_{1}}\right) \cap \ldots \cap \operatorname{ker}\left(T_{\alpha_{k}}\right) \supseteq \operatorname{ker}\left(T_{\alpha_{1}^{\prime}}\right) \cap \ldots \cap \operatorname{ker}\left(T_{\alpha_{t}^{\prime}}\right) .
$$

The opposite inclusion is analogous.
We already know the relation between the image of the map $\psi_{\theta}$ and the kernel of the trace map (see Lemma 1.2). The following Lemma characterizes the preimage of any element in $\mathbb{F}_{q^{m}}$ under the $\operatorname{map} \psi_{\theta}$.

Lemma 1.13. Let $\alpha \in \mathbb{F}_{q^{m}}$ and $\theta$ be a generator of $\operatorname{Gal}\left(\mathbb{F}_{q^{m}} / \mathbb{F}_{q}\right)$. Then
1.

$$
\left|\psi_{\theta}^{-1}(\{\alpha\})\right|= \begin{cases}q & \text { if } \alpha \in \operatorname{ker}\left(\operatorname{Tr}_{\mathbb{F}_{q^{m}} / \mathbb{F}_{q}}\right) \\ 0 & \text { if } \alpha \notin \operatorname{ker}\left(\operatorname{Tr}_{\mathbb{F}_{q^{m}} / \mathbb{F}_{q}}\right) .\end{cases}
$$

2. Let $\alpha \in \operatorname{ker}\left(\operatorname{Tr}_{\mathbb{F}_{q^{m}} / \mathbb{F}_{q}}\right)$. If $x_{1}, x_{2} \in \psi_{\theta}^{-1}(\{\alpha\})$, then $x_{1}-x_{2} \in \mathbb{F}_{q}$, or equivalently, there exists an $x \in \mathbb{F}_{q^{m}}$ such that

$$
\psi_{\theta}^{-1}(\{\alpha\})=\left\{x+\lambda \mid \lambda \in \mathbb{F}_{q}\right\} .
$$

Moreover such an $x$ is of the form

$$
x=-\frac{1}{\operatorname{Tr}_{\mathbb{F}_{q^{m} / \mathbb{F}_{q}}}(\gamma)}\left(\alpha \theta(\gamma)+(\alpha+\theta(\alpha)) \theta^{2}(\gamma)+\ldots+\left(\alpha+\ldots+\theta^{m-2}(\alpha)\right) \theta^{m-1}(\gamma)\right),
$$

where $\gamma \in \mathbb{F}_{q^{m}}$ is such that $\operatorname{Tr}_{\mathbb{F}_{q^{m}} / \mathbb{F}_{q}}(\gamma) \neq 0$.
Proof. 1. If $\alpha \notin \operatorname{ker}\left(\operatorname{Tr}_{\mathbb{F}_{q^{m}} / \mathbb{F}_{q}}\right)$, then, by part 5 of Lemma 1.2 , we have $\psi_{\theta}^{-1}(\{\alpha\})=\emptyset$. On the other hand, if $\alpha \in \operatorname{ker}\left(\operatorname{Tr}_{\mathbb{F}_{q^{m}} / \mathbb{F}_{q}}\right)$, then $\left|\psi_{\theta}^{-1}(\{\alpha\})\right|=\left|\operatorname{ker}\left(\psi_{\theta}\right)\right|$, since $\psi_{\theta}$ is an $\mathbb{F}_{q^{\prime}}$-linear map. By part 2 of Lemma 1.2.

$$
q^{m-1}=\left|\operatorname{ker}\left(\operatorname{Tr}_{\mathbb{F}_{q^{m}} / \mathbb{F}_{q}}\right)\right|=\left|\operatorname{Im}\left(\psi_{\theta}\right)\right|=\frac{\left|\mathbb{F}_{q^{m}}\right|}{\left|\operatorname{ker}\left(\psi_{\theta}\right)\right|},
$$

and therefore we get $\left|\psi_{\theta}^{-1}(\{\alpha\})\right|=q$.
2. For the first part, let $x_{1}, x_{2} \in \psi_{\theta}^{-1}(\{\alpha\})$. Hence, $\psi_{\theta}\left(x_{1}\right)-\psi_{\theta}\left(x_{2}\right)=0$, and by linearity of $\psi_{\theta}$, we get $\psi_{\theta}\left(x_{1}-x_{2}\right)=0$. By part 4 of Lemma 1.2 , we get $x_{1}-x_{2} \in \mathbb{F}_{q}$. Finally, showing that $\psi_{\theta}(x)=\alpha$ is a straightforward computation.

We conclude this section with a useful result on the linear independence of preimages of $\psi_{\theta}$.
Lemma 1.14. Let $\alpha_{1}, \ldots, \alpha_{k} \in \operatorname{ker}\left(\operatorname{Tr}_{\mathbb{F}_{q^{m}} / \mathbb{F}_{q}}\right)$ and $\theta$ be a generator of $\operatorname{Gal}\left(\mathbb{F}_{q^{m}} / \mathbb{F}_{q}\right)$. Suppose moreover that $\beta_{1}, \ldots, \beta_{k} \in \mathbb{F}_{q^{m}}$ are such that $\theta\left(\beta_{i}\right)-\beta_{i}=\alpha_{i}$. Then, the elements $\alpha_{1}, \ldots, \alpha_{k}$ are linearly independent over $\mathbb{F}_{q}$ if and only if the elements $1, \beta_{1}, \ldots, \beta_{k}$ are linearly independent over $\mathbb{F}_{q}$.

Proof. Suppose $\lambda_{1}, \ldots, \lambda_{k} \in \mathbb{F}_{q}$ and consider the sum

$$
\sum_{i=1}^{k} \lambda_{i} \alpha_{i}=\sum_{i=1}^{k} \lambda_{i}\left(\theta\left(\beta_{i}\right)-\beta_{i}\right)=\theta\left(\sum_{i=1}^{k} \lambda_{i} \beta_{i}\right)-\sum_{i=1}^{k} \lambda_{i} \beta_{i}=\psi_{\theta}\left(\sum_{i=1}^{k} \lambda_{i} \beta_{i}\right) .
$$

This means that a non-trivial combination of the $\alpha_{i}$ 's is zero if and only if a non-trivial combination of the $\beta_{i}$ 's belongs to ker $\psi_{\theta}$. This is equivalent, by part 4 of Lemma 1.2, to $\sum_{i} \lambda_{i} \beta_{i} \in \mathbb{F}_{q}$, i.e. $1, \beta_{1}, \ldots, \beta_{k}$ are linearly dependent over $\mathbb{F}_{q}$.

### 1.1.2 Norm over Finite Fields

In this subsection, we study the multiplicative counterpart of the trace map, that is the norm. It is given by the product of all the conjugates under the Galois group action, and it has properties that are similar to the trace's ones.

Definition 1.15. Let $\mathbb{F}_{q^{m}} / \mathbb{F}_{q}$ be a finite extension of fields. For $\alpha \in \mathbb{F}_{q^{m}}$, the norm of $\alpha$ with respect to the extension $\mathbb{F}_{q^{m}} / \mathbb{F}_{q}$ is defined by

$$
\mathrm{N}_{\mathbb{F}_{q^{m}} / \mathbb{F}_{q}}(\alpha):=\prod_{\sigma \in \operatorname{Gal}\left(\mathbb{F}_{q^{m}} / \mathbb{F}_{q}\right)} \sigma(\alpha)=\prod_{i=0}^{m-1} \bar{\theta}^{i}(\alpha)=\prod_{i=0}^{m-1} \alpha^{q^{i}},
$$

We will refer to the function

$$
\mathrm{N}_{\mathbb{F}_{q^{m}} / \mathbb{F}_{q}}: \mathbb{F}_{q^{m}} \longrightarrow \mathbb{F}_{q}
$$

as the norm map of $\mathbb{F}_{q^{m}} / \mathbb{F}_{q}$.
For any $\theta$ generator of $\operatorname{Gal}\left(\mathbb{F}_{q^{m}} / \mathbb{F}_{q}\right)$, we define the map

$$
\begin{aligned}
\xi_{\theta}: \mathbb{F}_{q^{m}}^{*} & \longrightarrow \mathbb{F}_{q^{m}}^{*} \\
\alpha & \longmapsto \frac{\alpha}{\theta(\alpha)} .
\end{aligned}
$$

Lemma 1.16. The norm map of $\mathbb{F}_{q^{m}} / \mathbb{F}_{q}$ satisfies the following properties:

1. $\mathrm{N}_{\mathbb{F}_{q^{m}} / \mathbb{F}_{q}}(\alpha) \in \mathbb{F}_{q}$ for all $\alpha \in \mathbb{F}_{q^{m}}$.
2. $\mathrm{N}_{\mathbb{F}_{q^{m}} / \mathbb{F}_{q}}(\alpha)=0$ if and only if $\alpha=0$.
3. $\mathrm{N}_{\mathbb{F}_{q^{m}} / \mathbb{F}_{q}}$ restricted to $\mathbb{F}_{q^{m}}^{*}$ is a group homomorphism from $\mathbb{F}_{q^{m}}^{*}$ to $\mathbb{F}_{q}^{*}$.
4. $\xi_{\theta}$ is a group homomorphism from $\mathbb{F}_{q^{m}}^{*}$ to itself.
5. For every generator $\theta$ of $\operatorname{Gal}\left(\mathbb{F}_{q^{m}} / \mathbb{F}_{q}\right), \xi_{\theta}(\alpha)=1$ if and only if $\alpha \in \mathbb{F}_{q}^{*}$.
6. (Hilbert's Theorem 90 for finite fields) $\operatorname{ker}\left(\mathrm{N}_{\mathbb{F}_{q^{m}} / \mathbb{F}_{q}}\right)=\operatorname{Im}\left(\xi_{\theta}\right)$ for every generator $\theta$ of $\operatorname{Gal}\left(\mathbb{F}_{q^{m}} / \mathbb{F}_{q}\right)$ and has cardinality $\frac{q^{m}-1}{q-1}$.
Proof. The proof is straightforward. It can be partially found in [68, Theorem 2.28].
Lemma 1.17. Let $\alpha \in \mathbb{F}_{q^{m}}^{*}$ and $\theta$ be a generator of $\operatorname{Gal}\left(\mathbb{F}_{q^{m}} / \mathbb{F}_{q}\right)$. Then
7. 

$$
\left|\xi_{\theta}^{-1}(\{\alpha\})\right|= \begin{cases}q-1 & \text { if } \alpha \in \operatorname{ker}\left(\mathrm{N}_{\left.\mathbb{F}_{q^{m} / \mathbb{F}_{q}}\right)}\right) \\ 0 & \text { if } \alpha \notin \operatorname{ker}\left(\mathrm{N}_{\mathbb{F}_{q^{m}} / \mathbb{F}_{q}}\right)\end{cases}
$$

2. Let $\alpha \in \operatorname{ker}\left(\mathrm{N}_{\mathbb{F}^{m} / \mathbb{F}_{q}}\right)$. If $x_{1}, x_{2} \in \xi_{\theta}^{-1}(\{\alpha\})$, then $\frac{x_{1}}{x_{2}} \in \mathbb{F}_{q}^{*}$, or equivalently, there exists an $x \in \mathbb{F}_{q^{m}}$ such that

$$
\xi_{\theta}^{-1}(\{\alpha\})=\left\{\lambda x \mid \lambda \in \mathbb{F}_{q}^{*}\right\} .
$$

Moreover such an $x$ is of the form $x=\chi(\gamma)$, where

$$
\chi=\sum_{i=0}^{m-1}\left(\prod_{j=1}^{i} \theta^{j-1}(\alpha)\right) \theta^{i}
$$

and $\gamma \in \mathbb{F}_{q^{m}}^{*}$ is such that $\chi(\gamma) \neq 0$.
The proof of Lemma 1.17 is straightforward and can be found in any Algebra book. Note that there always exists an element $\gamma \in \mathbb{F}_{q^{m}}^{*}$ such that $\chi(\gamma) \neq 0$. This is due to the fact that, by Artin's Theorem of linear independence of characters, $\chi$ is a non-zero character.

### 1.1.3 Gaussian Binomials and Moore Matrices

We denote by $\mathrm{GL}_{n}(q):=\left\{A \in \mathbb{F}_{q}^{n \times n} \mid \operatorname{rk}(A)=n\right\}$ the general linear group of degree $n$ over $\mathbb{F}_{q}$. Furthermore, given a finite field $\mathbb{F}_{q}$, we consider the Grassmannian $\operatorname{Gr}\left(k, \mathbb{F}_{q}^{n}\right)$, that is the set of all $k$-dimensional subspaces of the vector space $\mathbb{F}_{q}^{n}$ over $\mathbb{F}_{q}$. It is well known that its cardinality is given by the Gaussian binomial $\left[\begin{array}{l}n \\ k\end{array}\right]_{q}$, defined as

$$
\left[\begin{array}{l}
n \\
k
\end{array}\right]_{q}=\prod_{i=0}^{k-1} \frac{q^{n}-q^{i}}{q^{k}-q^{i}}=\frac{\prod_{i=0}^{k-1}\left(q^{n}-q^{i}\right)}{\left|\operatorname{GL}_{k}(q)\right|} .
$$

Lemma 1.18. Let $k, n$ be two integers such that $0<k \leq n / 2$, and let $\mathcal{U}$ be a $k$-dimensional vector subspace of $\mathbb{F}_{q}^{n}$. Then, for every $r=0, \ldots, k$, the number of $k$-dimensional subspaces that intersect $\mathcal{U}$ in a $(k-r)$-dimensional subspace is

$$
\left[\begin{array}{c}
k \\
k-r
\end{array}\right]_{q}\left[\begin{array}{c}
n-k \\
r
\end{array}\right]_{q} q^{r^{2}} .
$$

Proof. There are $\left[\begin{array}{c}k \\ k-r\end{array}\right]_{q}$ many subspaces $\mathcal{U}^{\prime}$ of $\mathcal{U}$ of dimension $(k-r)$ that can be the intersection space. Now, in order to complete $\mathcal{U}^{\prime}$ to a $k$-dimensional vector space, intersecting $\mathcal{U}$ only in $\mathcal{U}^{\prime}$, we have $\prod_{i=0}^{r-1}\left(q^{n}-q^{k+i}\right)$ choices for the remaining basis vectors. For a fixed basis of $\mathcal{U}^{\prime}$, the number of bases spanning the same subspace is given by the number of $k \times k$ matrices of the form

$$
\left(\begin{array}{cc}
I_{k-r} & 0 \\
A & B
\end{array}\right)
$$

where $A \in \mathbb{F}_{q}^{r \times(k-r)}$ and $B \in \mathrm{GL}_{r}(q)$. This number is equal to $q^{r(k-r)}\left|\mathrm{GL}_{r}(q)\right|=\prod_{i=0}^{r-1}\left(q^{k}-\right.$ $\left.q^{k-r+i}\right)$. Hence, the final count is given by

$$
\left[\begin{array}{c}
k \\
k-r
\end{array}\right]_{q} \frac{\prod_{i=0}^{r-1}\left(q^{n}-q^{k+i}\right)}{\prod_{i=0}^{r-1}\left(q^{k}-q^{k-r+i}\right)}=\left[\begin{array}{c}
k \\
k-r
\end{array}\right]_{q}\left[\begin{array}{c}
n-k \\
r
\end{array}\right]_{q} q^{r^{2}} .
$$

In the rest of this section, we will introduce the Moore matrix, which is the $q$-analogue of the Vandermonde matrix, and state some of its most important properties.

Definition 1.19. Let $1 \leq k \leq n$ be integers. For a vector $v=\left(v_{1}, \ldots, v_{n}\right) \in \mathbb{F}_{q^{m}}^{n}$ and $\theta \in$ $\operatorname{Gal}\left(\mathbb{F}_{q^{m}} / \mathbb{F}_{q}\right)$, we denote by $M_{k, \theta}(v)$ the $\theta$-Moore matrix, which is defined as

$$
M_{k, \theta}(v):=\left(\begin{array}{cccc}
v_{1} & v_{2} & \ldots & v_{n} \\
\theta\left(v_{1}\right) & \theta\left(v_{2}\right) & \ldots & \theta\left(v_{n}\right) \\
\vdots & & & \vdots \\
\theta^{k-1}\left(v_{1}\right) & \theta^{k-1}\left(v_{2}\right) & \ldots & \theta^{k-1}\left(v_{n}\right)
\end{array}\right) .
$$

The following results give a relation between the rank of a Moore matrix and the $q$-rank of the defining vector. The next Theorem is a generalization of [68, Corollary 2.38] and a consequence of [62, Corollary 4.13].

Theorem 1.20. Let $\mathbb{F} \subseteq \mathbb{L}$ be a Galois field extension, $\sigma \in \operatorname{Gal}(\mathbb{L} / \mathbb{F})$ and $\mathbb{E}=\mathbb{L}^{\sigma}$ be the fixed field of $\sigma$, i.e. $\mathbb{E}=\{\alpha \in \mathbb{L} \mid \sigma(\alpha)=\alpha\}$. For $g \in \mathbb{L}^{n}$, consider the $\sigma$-Moore matrix $M_{s, \sigma}(g) \in \mathbb{L}^{s \times n}$ whose $(i, j)$-entry is $\sigma^{i-1}\left(g_{j}\right)$. Then $\operatorname{rk}\left(M_{s, \sigma}(g)\right)=\min \{s, r\}$, where $r=\operatorname{dim}_{\mathbb{E}}\left\langle g_{1}, \ldots, g_{n}\right\rangle_{\mathbb{E}}$.

Corollary 1.21. Let $\theta$ be a generator of $\operatorname{Gal}\left(\mathbb{F}_{q^{m}} / \mathbb{F}_{q}\right)$ and $g \in \mathbb{F}_{q^{m}}^{n}$. Then $\operatorname{rk}\left(M_{s, \theta}(g)\right)=$ $\min \{s, r\}$, where $r=\operatorname{dim}_{\mathbb{F}_{q}}\left\langle g_{1}, \ldots, g_{n}\right\rangle_{\mathbb{F}_{q}}$.

### 1.2 Linearized Polynomials

In this section we recall some basic notions on linearized polynomials. For a deeper understanding on this topic, the interested reader is referred to [119].

Linearized polynomials over finite fields have been intensively studied. They are a special type of polynomials defined over a finite field of characteristic $p$, with the property that the only monomials involved are $x^{i}$ 's, where $i$ is a power of $p$. In general, let $q$ be a power of a prime $p$, and $m$ be a positive integer. One can consider $q$-polynomials over an extension field $\mathbb{F}_{q^{m}}$; they are polynomials in $\mathbb{F}_{q^{m}}[x]$ that involve only monomials of the form $x^{q^{i}}$, for some non-negative integers $i$. Their importance is due to the fact that, seen as functions corresponding to their evaluation, they are $\mathbb{F}_{q^{-}}$linear maps from $\mathbb{F}_{q^{m}}$ to itself. On the other hand, any $\mathbb{F}_{q^{-}}$linear map from $\mathbb{F}_{q^{m}}$ to itself can be represented as a $q$-polynomial of degree at most $q^{m-1}$. Let $\mathcal{L}\left(\mathbb{F}_{q^{m}}\right)$ denote the set of $q$-polynomials with coefficients in $\mathbb{F}_{q^{m}}$. We have that $\mathcal{L}\left(\mathbb{F}_{q^{m}}\right)$ is closed under addition and composition. Together with these two operations, $\mathcal{L}\left(\mathbb{F}_{q^{m}}\right)$ is a non-commutative ring. However, when one only cares about the evaluation in $\mathbb{F}_{q^{m}}$, can reduce to study the set

$$
\mathcal{L}_{m}\left(\mathbb{F}_{q^{m}}\right):=\mathcal{L}\left(\mathbb{F}_{q^{m}}\right) /\left(x^{q^{m}}-x\right)
$$

This is due to the fact that $a^{q^{m}}=a$ for every $a \in \mathbb{F}_{q^{m}}$, and the set $\left(x^{q^{m}}-x\right)$ is a two-sided ideal. In this framework, one can easily verify that

$$
\mathcal{L}_{m}\left(\mathbb{F}_{q^{m}}\right) \cong M_{n}\left(\mathbb{F}_{q}\right)
$$

However, this can be seen as a consequence of the following more general setting. Let $\mathbb{F} / \mathbb{E}$ be a Galois field extension with cyclic finite Galois group

$$
G:=\operatorname{Gal}(\mathbb{F} / \mathbb{E})=\langle\theta\rangle
$$

Then, $\mathbb{F}$ is a finite $\mathbb{E}$-vector space and the group algebra $\mathbb{F}[G]=\mathbb{F}[\theta]$ is a ring endowed with the addition and the composition. More in details, the elements $f, g \in \mathbb{F}[G]$ are of the form
$f=\sum_{i=0}^{m-1} f_{i} \theta^{i}, g=\sum_{i=0}^{m-1} g_{i} \theta^{i}$, for some $f_{i}, g_{i} \in \mathbb{F}$. The addition is defined by $f+g=$ $\sum_{i=0}^{m-1}\left(f_{i}+g_{i}\right) \theta^{i}$; the composition is defined on monomials by $\left(f_{i} \theta^{i}\right) \circ\left(g_{j} \theta^{j}\right)=f_{i} \theta^{i}\left(g_{j}\right) \theta^{i+j}$, and then extended by linearity. In this framework, we also have that

$$
\mathbb{F}[G] \cong \operatorname{End}_{\mathbb{E}}(\mathbb{F})=\{\phi: \mathbb{F} \rightarrow \mathbb{F} \mid \phi \text { is } \mathbb{E} \text {-linear }\} .
$$

This is a consequence of the more general duality theory of the trace map of finite cyclic Galois extensions, which follows from the additive version of Hilbert's Theorem 90.

For this reason, we will widely use these notions also in the context of finite fields. Let $\mathbb{F}_{q^{m}} / \mathbb{F}_{q}$ be a field extension and $G:=\operatorname{Gal}\left(\mathbb{F}_{q^{m}} / \mathbb{F}_{q}\right)$ be its Galois group. Let $\theta$ be a generator of $G$. We have

$$
\mathbb{F}_{q^{m}}[G]=\mathbb{F}_{q^{m}}[\theta] \cong \operatorname{End}_{\mathbb{F}_{q}}\left(\mathbb{F}_{q^{m}}\right) \cong \mathcal{L}_{m}\left(\mathbb{F}_{q^{m}}\right)
$$

If $\theta: a \mapsto a^{q^{s}}$, for some integer $s$ coprime to $m$, then the isomorphism between $\mathbb{F}_{q^{m}}[\theta]$ and $\mathcal{L}_{m}\left(\mathbb{F}_{q^{m}}\right)$ is given by

$$
\sum_{i=0}^{m-1} f_{i} \theta^{i} \longmapsto \sum_{i=0}^{m-1} f_{i} x^{s i}
$$

In order to simplify the notation and make clear this connection, we will write $x^{\theta^{i}}$ instead of $x^{q^{s i}}$, so that

$$
\mathcal{L}_{m}\left(\mathbb{F}_{q^{m}}\right)=\left\{\sum_{i=0}^{m-1} f_{i} x^{\theta^{i}} \mid f_{i} \in \mathbb{F}_{q^{m}}\right\} .
$$

### 1.3 3-Tensors

We recall some definitions and results from tensor algebra. The interested reader is referred to [15, 24] for more details. In this section, $\mathbb{F}$ denotes an arbitrary field.

Definition 1.22. Let $U$ and $V$ be vector spaces over $\mathbb{F}$. We define the tensor product $U \otimes V$ of $U$ and $V$ to be the $\mathbb{F}$-vector space of all elements of the form $\sum_{i=1}^{\ell} u_{i} \otimes v_{i}$, with $u_{i} \in U$ and $v_{i} \in V$ for which the following holds:

1. $\lambda(u \otimes v)=(\lambda u) \otimes v=u \otimes(\lambda v)$,
2. $\left(u_{1}+u_{2}\right) \otimes v=u_{1} \otimes v+u_{2} \otimes v$,
3. $u \otimes\left(v_{1}+v_{2}\right)=u \otimes v_{1}+u \otimes v_{2}$.

Equivalently, a tensor product of $\mathbb{F}$-spaces $U$ and $V$, denoted by $U \otimes V$, is defined as a pair $(T, \varphi)$, where $\varphi: U \times V \rightarrow T$ is a bilinear map to the $\mathbb{F}$-space $T$ such that, for any bilinear map $f: U \times V \rightarrow W$ to an $\mathbb{F}$-space $W$, there exists a unique $\mathbb{F}$-linear map $\hat{f}: T \longrightarrow W$ satisfying $f=\hat{f} \circ \varphi$. We say that $(T, \varphi)$ satisfies the universal mapping property. The existence and uniqueness of $(T, \varphi)$, and hence the well-definedness of $U \otimes V$, can be shown by its construction
as a quotient space of the free $\mathbb{F}$-linear space on $U \times V$ (see, for example, [24, Chapter 10]). Tensors of the form $u \otimes v$ are called simple tensors (also called fundamental or pure tensors in the literature). Arbitrary elements of $U \otimes V$ are expressed as sums of simple tensors: $\sum_{i=1}^{\ell} u_{i} \otimes v_{i}$, with $u_{i} \in U$ and $v_{i} \in V$. Since the tensor product of a pair of spaces is itself a vector space, we may construct the tensor product $(U \otimes V) \otimes W=U \otimes(V \otimes W)$, for $\mathbb{F}$-spaces $U, V, W$, which we therefore express as $U \otimes V \otimes W$. The corresponding map associated with such a tensor product is a trilinear map $\varphi: U \times V \times W \longrightarrow U \otimes V \otimes W$. It is important to remark that all the maps that will be given in this section are well-defined, which is a consequence of the universal mapping property.

If $\left\{u_{1}, \ldots, u_{k}\right\},\left\{v_{1}, \ldots, v_{n}\right\}$ and $\left\{w_{1}, \ldots, w_{m}\right\}$ are bases of $U, V$ and $W$, respectively, then a basis of $U \otimes V \otimes W$ is given by

$$
\left\{u_{i} \otimes v_{j} \otimes w_{\ell} \mid 1 \leq i \leq k, 1 \leq j \leq n, 1 \leq \ell \leq m\right\}
$$

In particular, $\operatorname{dim}_{\mathbb{F}}(U \otimes V \otimes W)=\operatorname{dim}_{\mathbb{F}}(U) \operatorname{dim}_{\mathbb{F}}(V) \operatorname{dim}_{\mathbb{F}}(W)$.
In this dissertation we shall be mainly interested in tensor products of the form

$$
\mathbb{F}^{k} \otimes \mathbb{F}^{n} \otimes \mathbb{F}^{m}
$$

whose elements are called 3 -tensors, 3rd-order tensors, or triads. The elements of this space can be represented as 3 -dimensional arrays. As with matrices (2nd-order tensors), one can define a 3-dimensional array of size $k \times n \times m$ as a function

$$
X:[k] \times[n] \times[m] \longrightarrow \mathbb{F}
$$

which we represent as

$$
\begin{equation*}
X=\left(X_{i j \ell} \mid 1 \leq i \leq k, 1 \leq j \leq n, 1 \leq \ell \leq m\right) . \tag{1.1}
\end{equation*}
$$

These representations of the tensor $X=\sum_{r=1}^{R} u_{r} \otimes v_{r} \otimes w_{r}$ are related by

$$
X_{i j \ell}=\sum_{r=1}^{R} u_{i r} v_{j r} w_{\ell r},
$$

where $u_{r}=\left(u_{i r} \mid 1 \leq i \leq k\right), v_{r}=\left(v_{j r} \mid 1 \leq j \leq n\right)$, and $w_{r}=\left(w_{\ell r} \mid 1 \leq \ell \leq m\right)$. We hence identify $\mathbb{F}^{k} \otimes \mathbb{F}^{n} \otimes \mathbb{F}^{m}$ with the space $\mathbb{F}^{k \times n \times m}$. The representation of $X$ as an element of $\mathbb{F}^{k \times n \times m}$ is called its coordinate tensor.

For the remainder of the dissertation, given vectors $z_{r} \in \mathbb{F}^{N}$, we will write $z_{j r}$ to denote the $j$-th coefficient of $z_{r}$ for each $r$. That is, $z_{r}:=\left(z_{j r} \mid 1 \leq j \leq N\right)$.

We introduce the following maps, which define multiplication of 3 -tensors with vectors (cor-
responding to $s=1)$ and matrices $(s>1)$.

$$
\begin{aligned}
& m_{1}: \mathbb{F}^{s \times k} \times \mathbb{F}^{k \times n \times m} \longrightarrow \mathbb{F}^{s \times n \times m}:(A, X) \mapsto m_{1}(A, X)=\sum_{i}\left(A u_{i}\right) \otimes v_{i} \otimes w_{i}, \\
& m_{2}: \mathbb{F}^{s \times n} \times \mathbb{F}^{k \times n \times m} \longrightarrow \mathbb{F}^{k \times s \times m}:(B, X) \mapsto m_{2}(B, X)=\sum_{i} u_{i} \otimes\left(B v_{i}\right) \otimes w_{i}, \\
& m_{3}: \mathbb{F}^{s \times m} \times \mathbb{F}^{k \times n \times m} \longrightarrow \mathbb{F}^{k \times n \times s}:(C, X) \mapsto m_{3}(C, X)=\sum_{i} u_{i} \otimes v_{i} \otimes\left(C w_{i}\right),
\end{aligned}
$$

for any $X=\sum_{i} u_{i} \otimes v_{i} \otimes w_{i} \in \mathbb{F}^{k \times n \times m}$.
Let $X \in \mathbb{F}^{N_{1} \times N_{2} \times N_{3}}$. For each $i \in\{1,2,3\}$ and for any $A \in \mathbb{F}^{s \times \ell}, B \in \mathbb{F}^{\ell \times N_{i}}$ it is easy to see that

$$
\begin{equation*}
m_{i}(A B, X)=m_{i}\left(A, m_{i}(B, X)\right) \tag{1.2}
\end{equation*}
$$

Indeed, $\mathrm{GL}_{N_{i}}(q)$ acts on the set of tensors $\mathbb{F}^{N_{1} \times N_{2} \times N_{3}}$.
Remark 1.23. Notice that, in the case that $s=1$, the operation $m_{1}$ yields a 3 -tensor of the form $\sum_{i} \lambda_{i} \otimes v_{i} \otimes w_{i}$, for some scalars $\lambda_{i} \in \mathbb{F}$, which can be identified with the 2-tensor $\sum_{i}\left(\lambda_{i} v_{i}\right) \otimes w_{i} \in \mathbb{F}^{n \times m}\left(\mathbb{F} \otimes V\right.$ and $V$ are isomorphic). Similarly, $m_{2}$ and $m_{3}$ yield 2-tensors for the case $s=1$. With abuse of notation, in this case we will consider the images of the $m_{i}$ to be in the space of matrices over $\mathbb{F}$.

Definition 1.24. Let $X \in \mathbb{F}^{N_{1} \times N_{2} \times N_{3}}$. For each $i \in\{1,2,3\}$, we define the $i$-th slice space of $X$ to be the $\mathbb{F}$-span of $\left\{m_{i}\left(e_{j}, X\right) \mid 1 \leq j \leq N_{i}\right\}$, that is,

$$
\operatorname{ssp}_{i}(X):=\left\langle m_{i}\left(e_{1}, X\right), \ldots, m_{i}\left(e_{N_{i}}, X\right)\right\rangle .
$$

We write $\operatorname{dim}_{i}(X)$ to denote the dimension of $\operatorname{ssp}_{i}(X)$ as an $\mathbb{F}$-vector space. We say that $\operatorname{ssp}_{i}(X)$ is nondegenerate if $\operatorname{dim}_{i}(X)=N_{i}$, in which case we say that $X$ is $i$-nondegenerate.

If $X=\sum_{r=1}^{R} u_{r} \otimes v_{r} \otimes w_{r} \in \mathbb{F}^{k \times n \times m}$, then clearly

$$
\operatorname{ssp}_{1}(X)=\left\langle\sum_{r=1}^{R} u_{j r} v_{r} \otimes w_{r} \mid 1 \leq j \leq k\right\rangle,
$$

where for each $r, u_{r}=\left(u_{j r} \mid 1 \leq j \leq k\right) \in \mathbb{F}^{k}$. In particular, $\operatorname{ssp}_{1}(X)$ is the $\mathbb{F}$-span of $k$ matrices

$$
A_{j}=\sum_{r} u_{j r} v_{r} \otimes w_{r}=m_{1}\left(e_{j}, X\right) \in \mathbb{F}^{n \times m},
$$

of rank at most $R$, which form a basis of $\operatorname{ssp}_{1}(X)$ if $X$ is 1-nondegenerate.

We also point out the simple fact that for every basis $g_{1}, \ldots, g_{N_{i}}$ of $\mathbb{F}^{N_{i}}$ we have

$$
\operatorname{ssp}_{i}(X)=\left\langle m_{i}\left(g_{1}, X\right), \ldots, m_{i}\left(g_{N_{i}}, X\right)\right\rangle
$$

In particular, for every $G \in \mathrm{GL}_{N_{i}}(q)$ we have

$$
\operatorname{ssp}_{i}(X)=\operatorname{ssp}_{i}\left(m_{i}(G, X)\right)
$$

Of particular interest in this work, is the 1st slice space $\operatorname{ssp}_{1}(X)$ of a nondegenerate 3 -tensor $X \in \mathbb{F}_{q}^{k \times n \times m}$, which will be a $k$-dimensional subspace of matrices in $\mathbb{F}_{q}^{n \times m}$.

A notable parameter of a tensor that relates to algebraic complexity is its tensor rank, which we now define.

Definition 1.25. Let $X \in \mathbb{F}^{k \times n \times m}$. The tensor rank of $X$ is the minimum integer $R$ such that there exist $u_{r} \in \mathbb{F}^{k}, v_{r} \in \mathbb{F}^{n}, w_{r} \in \mathbb{F}^{m}$ with

$$
X=\sum_{r=1}^{R} u_{r} \otimes v_{r} \otimes w_{r}
$$

We write $\operatorname{trk}(X)$ to denote the tensor rank of $X$. A representation of the $X$ as sum of $R=\operatorname{trk}(X)$ simple tensors is called a minimal rank form of $X$.

The reader will easily verify that

$$
\begin{equation*}
\operatorname{trk}\left(m_{1}(A, X)\right) \leq \operatorname{trk}(X) \tag{1.3}
\end{equation*}
$$

for any $A \in \mathbb{F}^{s \times k}$ (with analogous statements for elements in the image of $m_{2}$ and $m_{3}$ ). Moreover, it is straightforward to check that the tensor rank is invariant under any permutation of the spaces $\mathbb{F}^{k}, \mathbb{F}^{n}, \mathbb{F}^{m}$.

The following result gives various characterizations of the tensor rank; see for example [15, Proposition 14.45]. As we will use the construction of these characterizations in Lemma 6.6, we include a proof.

Proposition 1.26. Let $X \in \mathbb{F}^{k \times n \times m}$ and let $R>0$ be an integer. The following are equivalent.

1. $\operatorname{trk}(X) \leq R$.
2. There exist $A_{1}, \ldots, A_{R} \in \mathbb{F}^{n \times m}$ of rank 1 such that $\operatorname{ssp}_{1}(X) \subseteq\left\langle A_{1}, \ldots, A_{R}\right\rangle$.
3. There exist diagonal matrices $D_{1}, \ldots, D_{k} \in \mathbb{F}^{R \times R}$, and matrices $P \in \mathbb{F}^{n \times R}, Q \in \mathbb{F}^{m \times R}$ such that

$$
\operatorname{ssp}_{1}(X)=P\left\langle D_{1}, \ldots, D_{k}\right\rangle Q^{\top}:=\left\langle P D_{1} Q^{\top}, \ldots, P D_{k} Q^{\top}\right\rangle .
$$

Proof. Suppose that $\operatorname{trk}(X) \leq R$. Then $X=\sum_{r=1}^{R} u_{r} \otimes v_{r} \otimes w_{r}$ for some vectors $u_{r} \in \mathbb{F}^{k}$, $v_{r} \in \mathbb{F}^{n}, w_{r} \in \mathbb{F}^{m}$ and

$$
\operatorname{ssp}_{1}(X)=\left\langle\sum_{r} u_{j r} v_{r} \otimes w_{r} \mid 1 \leq j \leq k\right\rangle \subseteq\left\langle v_{r} \otimes w_{r} \mid 1 \leq r \leq R\right\rangle
$$

Conversely, if $\operatorname{ssp}_{1}(X)$ is contained in the span of $R$ rank 1 matrices $A_{r}=v_{r} \otimes w_{r}$, then for all $1 \leq j \leq k$ there exist $u_{j r} \in \mathbb{F}$ satisfying $m_{1}\left(e_{j}, X\right)=\sum_{r=1}^{R} u_{j r} v_{r} \otimes w_{r}$. Therefore $X=$ $\sum_{r=1}^{R} u_{r} \otimes v_{r} \otimes w_{r}$ and $\operatorname{trk}(X) \leq R$.

Again suppose that $X=\sum_{r=1}^{R} u_{r} \otimes v_{r} \otimes w_{r}$ for some $u_{r} \in \mathbb{F}^{k}, v_{r} \in \mathbb{F}^{n}, w_{r} \in \mathbb{F}^{m}$. Let

$$
D_{j}=\operatorname{diag}\left(u_{j r}, 1 \leq r \leq R\right)
$$

So the diagonal elements of $D_{j}$ are the $j$-th coefficients of the $u_{r}$. Set

$$
P=\left(v_{j r} \mid 1 \leq j \leq n, 1 \leq r \leq R\right), \quad Q=\left(w_{j r} \mid 1 \leq j \leq m, 1 \leq r \leq R\right)
$$

Then $P D_{j} Q^{\top}=\sum_{r=1}^{R} u_{j r} v_{r} \otimes w_{r}$ for each $j$ and hence $\operatorname{ssp}_{1}(X)=P\left\langle D_{1}, \ldots, D_{k}\right\rangle Q^{\top}$. Conversely, given the existence of matrices $P, Q, D_{i}$ satisfying (3), the tensor $X$ can be constructed as $\sum_{r=1}^{R} u_{r} \otimes v_{r} \otimes w_{r}$, where $v_{r}$ is the $r$-th column of $P, w_{r}$ is the $r$-th column of $Q$ and $u_{j r}$ is the $r$-th element of the main diagonal of $D_{j}$ for each $j$.

Example 1.27. The following example, adapted from [65], illustrates the preceding definitions and propositions. Consider the tensor $X=e_{1} \otimes\left(e_{1} \otimes e_{1}+e_{2} \otimes e_{2}\right)+e_{2} \otimes\left(e_{1} \otimes e_{2}+e_{2} \otimes e_{3}\right)$ in $\mathbb{F}^{2} \otimes \mathbb{F}^{2} \otimes \mathbb{F}^{3}$, where $\mathbb{F}$ is any field of characteristic not two. Then

$$
\operatorname{ssp}_{1}(X)=\left\langle\left(\begin{array}{lll}
1 & 0 & 0 \\
0 & 1 & 0
\end{array}\right),\left(\begin{array}{lll}
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right)\right\rangle
$$

Then $X$ can be written as the sum of the three rank one tensors

$$
\begin{aligned}
& X_{1}=e_{1} \otimes e_{1} \otimes\left(e_{1}-e_{3}\right) \\
& X_{2}=\frac{1}{2}\left(e_{1}+e_{2}\right) \otimes\left(e_{1}+e_{2}\right) \otimes\left(e_{2}+e_{3}\right) \\
& X_{3}=\frac{1}{2}\left(-e_{1}+e_{2}\right) \otimes\left(e_{1}-e_{2}\right) \otimes\left(e_{2}-e_{3}\right),
\end{aligned}
$$

which corresponds to the fact that $\operatorname{ssp}_{1}(X)$ is contained in

$$
\left\langle\left(\begin{array}{ccc}
1 & 0 & -1 \\
0 & 0 & 0
\end{array}\right),\left(\begin{array}{lll}
0 & 1 & 1 \\
0 & 1 & 1
\end{array}\right),\left(\begin{array}{ccc}
0 & 1 & -1 \\
0 & -1 & 1
\end{array}\right)\right\rangle .
$$

The matrices $P, Q$ are given by

$$
P=\left(\begin{array}{ccc}
1 & 1 & 1 \\
0 & 1 & -1
\end{array}\right) ; \quad Q=\left(\begin{array}{ccc}
1 & 0 & 0 \\
0 & 1 & 1 \\
-1 & 1 & -1
\end{array}\right)
$$

and $D_{1}=\operatorname{diag}(1,1 / 2,-1 / 2), D_{2}=\operatorname{diag}(0,1 / 2,1 / 2)$.
It was shown in [50] that computing the tensor rank of a 3 -tensor over a finite field is NPcomplete. However, we have the following bound on the tensor rank, which was proved by Kruskal; see [60, Corollary 1].

Theorem 1.28 (Kruskal's tensor rank bound). Let $X \in \mathbb{F}^{k \times n \times m}$ be 1-nondegenerate. Then

$$
\operatorname{trk}(X) \geq \operatorname{dim}_{1}(X)+\min \left\{\operatorname{trk}\left(m_{1}(u, X)\right) \mid u \in \mathbb{F}^{k} \backslash\{0\}\right\}-1 .
$$

We will see later in Chapters 3 and 6 that this inequality will assume an important role in the framework of rank-metric codes.

Another operation that is important in the context of tensors, is the so-called contraction with respect to some indices. Since in this work we will only need one particular contraction, we will not define this concept in general, but only for the following case.

Definition 1.29. Let $k, k^{\prime}, n, m \in \mathbb{N}$, and let

$$
X=\sum_{i} u_{i} \otimes v_{i} \otimes w_{i} \in \mathbb{F}^{k \times n \times m}, \quad Y=\sum_{j} u_{j}^{\prime} \otimes v_{j}^{\prime} \otimes w_{j}^{\prime} \in \mathbb{F}^{k^{\prime} \times n \times m}
$$

be tensors. We define the double-dot product between $X$ and $Y$, as the 2-tensor (i.e., the matrix) $X: Y \in \mathbb{F}_{q}^{k \times k^{\prime}}$ given by

$$
X: Y=\sum_{i, j}\left(v_{i} \cdot v_{j}^{\prime}\right)\left(w_{i} \cdot w_{j}^{\prime}\right) u_{i} \otimes u_{j}^{\prime},
$$

where the dot product between two vectors $a, b \in \mathbb{F}_{q}^{N}$ is defined to be $a \cdot b:=\sum_{i=1}^{N} a_{i} b_{i}$.
In terms of their coordinate tensor representations, if we write $X=\left(X_{i j \ell}\right)$ and $Y=\left(Y_{s j \ell}\right)$, then it is straightforward to see that the double-dot product $X: Y$ will have coordinate representation defined by

$$
(X: Y)_{i s}=\sum_{j, \ell} X_{i j \ell} Y_{s j \ell}, \quad \text { for } 1 \leq i \leq k, 1 \leq s \leq k^{\prime} .
$$

The definition also extends when one (or even both) of the tensors is a 2 -tensor, i.e. a matrix, considering $A \in \mathbb{F}^{n \times m}$ as an element in $\mathbb{F}^{1 \times n \times m}$. In particular, for two matrices $A, B \in \mathbb{F}^{n \times m}$, we have

$$
A: B=\operatorname{Tr}\left(A B^{\top}\right)
$$

that is, the double-dot product between two matrices corresponds to their trace-product. Moreover, it is straightforward to prove that, for $A \in \mathbb{F}^{s \times k}, B \in \mathbb{F}^{s \times k^{\prime}}, X \in \mathbb{F}^{k \times n \times m}$, and $Y \in \mathbb{F}^{k^{\prime} \times n \times m}$ we have

$$
\begin{align*}
& m_{1}(A, X): Y=A(X: Y), \\
& X: m_{1}(B, Y)=(X: Y) B^{\top} \tag{1.4}
\end{align*}
$$

### 1.4 Codes in the Hamming Metric and GRS Codes

In classical coding theory the most studied and well-known class of codes is definitely represented by generalized Reed-Solomon codes. These codes were introduced in [93] and through the years were deeply studied by many authors. Their importance is due to the fact that they are maximum distance separable, and possess very fast algorithms for their encoding and decoding procedures [47, 59]. The interested reader is referred to [75, 95, 115] for more details on the theory or errorcorrecting codes. In this section we are going to briefly describe them, focusing in particular on their generator matrices.

Definition 1.30. Let $n$ be a positive integer. The Hamming weight is defined on $\mathbb{F}_{q}^{n}$ as

$$
\mathrm{wt}_{H}(v)=\left|\left\{i \in[n] \mid v_{i} \neq 0\right\}\right| .
$$

The Hamming distance $d_{H}$ on $\mathbb{F}_{q}^{n}$ is defined as

$$
\begin{aligned}
d_{H}: \mathbb{F}_{q}^{n} \times \mathbb{F}_{q}^{n} & \longrightarrow \mathbb{N} \\
(u, v) & \longmapsto \mathrm{wt}_{H}(u-v) .
\end{aligned}
$$

It is well-known that $d_{H}$ defines indeed a metric on $\mathbb{F}_{q}^{n}$. With this metric, classical coding theory was developed in the last 70 years, focusing on many different classes of codes. In this section we will only consider linear codes.

Definition 1.31. Let $0<k \leq n$ be two positive integers. A linear code $C$ of dimension $k$ and length $n$ over a finite field $\mathbb{F}_{q}$ is a $k$-dimensional $\mathbb{F}_{q}$-subspace of $\mathbb{F}_{q}^{n}$ equipped with the Hamming distance. The minimum distance of $C$ is the integer

$$
d_{H}(C):=\min \left\{d_{H}(u, v) \mid u, v \in C, u \neq v\right\} .
$$

A matrix $G \in \mathbb{F}_{q}^{k \times n}$ is called a generator matrix for the code $C$ if $C=\operatorname{rowsp}(G)$, where $\operatorname{rowsp}(G)$ denotes the subspace generated by the rows of $G$, called the row space of $G$.

We will refer to a linear code $C \subseteq \mathbb{F}_{q}^{n}$ of dimension $k$ as an $[n, k]_{q}$ block code. When also the minimum distance $d$ is known, we will call it an $[n, k, d]_{q}$ block code. Sometimes, the word "block" will be omitted.

It is well known that the minimum distance $d$ of any linear code of dimension $k$ and length $n$ satisfies the following inequality:

$$
d \leq n-k+1
$$

This bound is known as Singleton bound [112].
Definition 1.32. A code meeting the Singleton bound is called a maximum distance separable (MDS) code.

Among all the possible generator matrices of an MDS code, there exists one in a special form. Indeed, it is easy to verify that every MDS code of length $n$ and dimension $k$ has a generator matrix of the form $G=\left(I_{k} \mid X\right)$, where $X \in \mathbb{F}_{q}^{k \times(n-k)}$ and $I_{k}$ denotes the $k \times k$ identity matrix. Such a generator matrix is said to be in standard form, or equivalently, in systematic form. Moreover, MDS codes can be characterized using their generator matrix in standard form. Let $\mathbb{F}$ be a field. Recall that a matrix $X \in \mathbb{F}^{r \times s}$ is said to be superregular if all its minors are non-zero.

Theorem 1.33. Let $C$ be an $[n, k]_{q}$ block code with generator matrix ( $I_{k} \mid X$ ). Then, $C$ is MDS if and only if $X$ is a superregular matrix.

Now we introduce the most prominent family of MDS codes. Let $0<k \leq n$ be two positive integers, and consider the set of polynomials over $\mathbb{F}_{q}$ of degree strictly less than $k$, namely

$$
\mathbb{F}_{q}[x]_{<k}:=\left\{f(x) \in \mathbb{F}_{q}[x] \mid \operatorname{deg} f<k\right\} .
$$

Definition 1.34. Suppose that $n \leq q$, and consider $\alpha_{1}, \ldots, \alpha_{n} \in \mathbb{F}_{q}$ pairwise distinct elements, and $b_{1}, \ldots, b_{n} \in \mathbb{F}_{q}^{*}$. The code

$$
C=\left\{\left(b_{1} f\left(\alpha_{1}\right), b_{2} f\left(\alpha_{2}\right), \ldots, b_{n} f\left(\alpha_{n}\right)\right) \mid f \in \mathbb{F}_{q}[x]_{<k}\right\}
$$

is called Generalized Reed-Solomon (GRS) code and it is denoted by $\operatorname{GRS}_{k}(\alpha, b)$, where $\alpha=$ $\left(\alpha_{1}, \ldots, \alpha_{n}\right)$ and $b=\left(b_{1}, \ldots, b_{n}\right)$.

It is well-known that the canonical generator matrix for $C=\operatorname{GRS}_{k}(\alpha, b)$ is given by the weighted Vandermonde matrix that is

$$
\left(\begin{array}{cccc}
b_{1} & b_{2} & \ldots & b_{n} \\
b_{1} \alpha_{1} & b_{2} \alpha_{2} & \ldots & b_{n} \alpha_{n} \\
b_{1} \alpha_{1}^{2} & b_{2} \alpha_{2}^{2} & \ldots & b_{n} \alpha_{n}^{2} \\
\vdots & \vdots & & \vdots \\
b_{1} \alpha_{1}^{k-1} & b_{2} \alpha_{2}^{k-1} & \ldots & b_{n} \alpha_{n}^{k-1}
\end{array}\right)=V_{k}(\alpha) \operatorname{diag}(b)
$$

where $V_{k}(\alpha)$ is the classical Vandermonde matrix, and $\operatorname{diag}(b)$ denotes the diagonal matrix whose diagonal entries are given by $b_{1}, \ldots, b_{n}$. This generator matrix is obtained by choosing the set
of monomials $\left\{1, x, x^{2}, \ldots, x^{k-1}\right\}$ as an $\mathbb{F}_{q}$-basis of $\mathbb{F}_{q}[x]_{<k}$, and then evaluating each of them in the points $\alpha_{1}, \ldots, \alpha_{n}$. This is why we refer to it as the canonical generator matrix.

The following result can be found in any coding theory book.
Theorem 1.35. Let $1 \leq k \leq n$ be integers, $\alpha, b \in \mathbb{F}_{q}^{n}$ as in Definition 1.34 and let $C=$ $\operatorname{GRS}_{k}(\alpha, b)$. Then, $\operatorname{dim}(C)=k$ and $d_{H}(C)=n-k+1$, i.e. GRS codes are MDS.

In 1985 Roth and Seroussi 98 studied the generator matrix in standard form of a GRS code, giving a complete characterization.

Definition 1.36. Let $r, s$ be positive integers, $x_{1}, \ldots, x_{r}, y_{1}, \ldots, y_{s} \in \mathbb{F}_{q}, c_{1}, \ldots, c_{r}, d_{1}, \ldots, d_{s} \in$ $\mathbb{F}_{q}^{*}$ be elements such that
(a) $x_{1}, \ldots, x_{r}$ pairwise distinct,
(b) $y_{1}, \ldots, y_{s}$ pairwise distinct,
(c) $y_{i} \in \mathbb{F}_{q} \backslash\left\{x_{1}, \ldots, x_{r}\right\}$, for $i=1, \ldots, s$.

The matrix $A \in \mathbb{F}_{q}^{r \times s}$ defined by

$$
a_{i, j}=\frac{c_{i} d_{j}}{x_{i}-y_{j}}
$$

is called Generalized Cauchy (GC) matrix.
Theorem 1.37. [98, Theorem 1]

1. If $C=\operatorname{GRS}_{n, k}(\alpha, b)$, then $C$ has a generator matrix in standard form $\left(I_{k} \mid X\right)$, where $X \in \mathbb{F}_{q}^{k \times(n-k)}$ is a $G C$ matrix.
2. If $X \in \mathbb{F}_{q}^{k \times(n-k)}$ is a GC matrix then the code $C=\operatorname{rs}\left(I_{k} \mid X\right)$ is a Generalized Reed-Solomon code.

Theorem 1.37 gives a correspondence between GRS codes of dimension $k$ and length $n$ over $\mathbb{F}_{q}$, and $k \times(n-k)$ GC matrices over $\mathbb{F}_{q}$. Moreover, in [97], a characterization of GC matrices in terms of their entries was given. We are now going to reformulate this result for our purpose, in order to underline that it gives a way to determine whether a code is a GRS code in terms of its generator matrix in standard form.

Let $A \in\left(\mathbb{F}_{q}^{*}\right)^{r \times s}$ with entries $a_{i, j}$. We denote by $A^{(-1)}$ the $r \times s$ matrix over $\mathbb{F}_{q}^{*}$ whose entries are $a_{i, j}^{-1}$.
Theorem 1.38. [97, Lemma 7] Let $X \in \mathbb{F}_{q}^{k \times(n-k)}$ and let $C$ be the linear code whose generator matrix in standard form is $\left(I_{k} \mid X\right)$. Then, $C$ is a GRS code if and only if
(i) every entry $x_{i, j}$ is non-zero,
(ii) every $2 \times 2$ minor of $X^{(-1)}$ is non-zero,
(iii) $\operatorname{rk}\left(X^{(-1)}\right)=2$.

## Chapter 2

## Rank-Metric Codes

Rank-metric codes have received a lot of attention in the last decades, due to their applications in network coding, distributed storage and post-quantum cryptography. Originally introduced independently by Delsarte [30] in 1978 and Gabidulin [36] in 1985, these codes were first considered for applications by Roth [96] in 1991, who used them for correcting crisscross errors. In his seminal paper, Delsarte showed that the parameters of these codes must satisfy a Singleton-like bound on the cardinality. Codes meeting this bound with equality are called maximum rank distance (or shortly MRD) codes. Delsarte also provided a first construction of a family of MRD codes, which was then explained by Gabidulin in terms of evaluations of $q$-polynomials. These codes were then generalized in [61] and they are known as (generalized) Gabidulin codes.

In recent years, rank-metric codes in general, and MRD codes in particular, have been investigated both for their applications and for their links with other mathematical areas. Their connection with semifields has been recently pointed out in [106. Indeed, the recent construction of twisted Gabidulin codes is a generalization of the twisted semifields introduced by Albert [1]. Furthermore, MRD codes have been studied in connection to important geometric objects, such as linear sets [73]. In addition, some combinatorial techniques had led to new results in rank-metric codes and their duality theory [92, 9, 18].

In this chapter, we give some basic notions and results on rank-metric codes. We study these codes both as spaces of matrices with coefficient in a finite field $\mathbb{F}_{q}$, and as spaces of vectors over an extension field $\mathbb{F}_{q^{m}}$. We describe carefully the notions of duality and code equivalence, explaining how they are related in the two different representations.

### 2.1 Vector Codes

In [36], Gabidulin introduces a class of rank-metric codes that are linear over the extension field $\mathbb{F}_{q^{m}}$. They are defined as follows.

Definition 2.1. Let $\mathbb{F}_{q^{m}}$ be an extension field of $\mathbb{F}_{q}$, and let $g=\left(g_{1}, \ldots, g_{n}\right) \in \mathbb{F}_{q^{m}}^{n}$. We define
the $\mathbb{F}_{q^{m}}$-support of $g$ over $\mathbb{F}_{q}$ the $\mathbb{F}_{q^{-}}$-subspace

$$
\operatorname{supp}_{q}(g):=\left\langle g_{1}, \ldots, g_{n}\right\rangle_{\mathbb{F}_{q}} .
$$

Moreover, we denote by $\operatorname{rk}_{q}(g)=\operatorname{dim}_{\mathbb{F}_{q}}\left(\operatorname{supp}_{q}(g)\right)$, which is called the $q$-rank of $g$.
Definition 2.2. The rank distance between $u, v \in \mathbb{F}_{q^{m}}^{n}$ is defined as $d(u, v):=\operatorname{rk}_{q}(u-v)$. A (vector) rank-metric code is an $\mathbb{F}_{q^{m}}$-linear subspace $C \subseteq \mathbb{F}_{q^{m}}^{n}$. If $C \neq\{0\}$, then the minimum distance of $C$ is the integer

$$
d(C):=\min \left\{\operatorname{rk}_{q}(u) \mid u \in C, u \neq 0\right\}=\min \{d(u, v) \mid u, v \in C, u \neq v\} .
$$

It is easy to verify that the map $d: \mathbb{F}_{q^{m}}^{n} \times \mathbb{F}_{q^{m}}^{n} \rightarrow \mathbb{N}$ defines a metric on $\mathbb{F}_{q^{m}}^{n}$. From now on, we will refer to a vector rank-metric code $C \subseteq \mathbb{F}_{q^{m}}^{n}$ of dimension $k$ as an $[n, k]_{q^{m}}$ code. When also the minimum distance $d$ is known, we will call it an $[n, k, d]_{q^{m}}$ code.

Let $V, W$ be vector spaces over a field $\mathbb{F}$. Recall that a map $\varphi: V \longrightarrow W$ is called semilinear, if there exists $\tau \in \operatorname{Aut}(\mathbb{F})$ such that, for all $x, y \in V$ and $\lambda \in \mathbb{F}$, it holds that

1. $f(x+y)=f(x)+f(y)$.
2. $f(\lambda x)=\tau(\lambda) f(x)$.

When $V=W$, then the set of semilinear maps which are invertible is a group, called general semilinear group and denoted by $\Gamma \mathrm{L}(V)$. Furthermore, $\Gamma \mathrm{L}(V) \cong \mathrm{GL}(V) \rtimes \operatorname{Aut}(\mathbb{F})$.

Definition 2.3. Two vector rank-metric codes $C, C^{\prime} \subseteq \mathbb{F}_{q^{m}}^{n}$ are (semilinearly) equivalent if there exists an $\mathbb{F}_{q^{m}}$-semilinear isometry $\varphi:\left(\mathbb{F}_{q^{m}}^{n}, d\right) \rightarrow\left(\mathbb{F}_{q^{m}}^{n}, d\right)$ such that $\varphi(C)=C^{\prime}$.

Let $q=p^{r}$ for a prime $p$, and denote by $\operatorname{Aut}\left(\mathbb{F}_{q^{m}}\right)=\operatorname{Gal}\left(\mathbb{F}_{q} / \mathbb{F}_{p}\right)$ the automorphism group of $\mathbb{F}_{q^{m}}$.

The semilinear rank isometries on $\mathbb{F}_{q^{m}}^{n}$ are induced by the semilinear isometries on $\mathbb{F}_{q}^{n \times m}$ and are hence well-known, see e.g. [8, 77, 118].

Theorem 2.4. [8, Corollary 1][77, Proposition 2] The semilinear $\mathbb{F}_{q^{-}-\text {rank }}$ isometries on $\mathbb{F}_{q^{m}}^{n}$ are of the form

$$
(\lambda, A, \sigma) \in\left(\mathbb{F}_{q^{m}}^{*} \times \operatorname{GL}_{n}(q)\right) \rtimes \operatorname{Aut}\left(\mathbb{F}_{q^{m}}\right)
$$

acting on $\mathbb{F}_{q^{m}}^{n}$ via

$$
\left(v_{1}, \ldots, v_{n}\right)(\lambda, A, \sigma)=\left(\sigma\left(\lambda v_{1}\right), \ldots, \sigma\left(\lambda v_{n}\right)\right) A
$$

In particular, if $C \subseteq \mathbb{F}_{q^{m}}^{n}$ is a vector code with minimum rank distance d, then $C^{\prime}=\sigma(\lambda C) A$ is a vector code with minimum rank distance $d$.

If $C, C^{\prime} \in \mathbb{F}_{q^{m}}^{n}$ are equivalent vector rank-metric codes, then we will write $C \sim_{v} C^{\prime}$, or simply $C \sim C^{\prime}$.

Recall that the standard inner-product (or dot product) of $u, v \in \mathbb{F}_{q^{m}}^{n}$ is $\langle u ; v\rangle:=\sum_{i=1}^{n} u_{i} v_{i}$. It is well-known and easy to see that the map $(u, v) \mapsto\langle u ; v\rangle$ defines an $\mathbb{F}_{q^{m}}$-bilinear, symmetric and nondegenerate form on $\mathbb{F}_{q^{m}}^{n}$. Sometimes, we will also denote the standard inner-product between two vectors $u, v$ by $u \cdot v$.

Definition 2.5. The dual of a $[n, k]_{q^{m}}$ vector rank-metric code $C$ is

$$
C^{\perp}:=\left\{u \in \mathbb{F}_{q^{m}}^{n} \mid\langle u ; v\rangle=0 \text { for all } v \in C\right\} .
$$

Note that $C^{\perp}$ is an $[n, n-k]_{q^{m}}$ code.

### 2.2 Matrix Codes

Definition 2.6. The rank distance between $X, Y \in \mathbb{F}_{q}^{n \times m}$ is defined as $d(X, Y):=\operatorname{rk}(X-Y)$. A (matrix) rank-metric code is an $\mathbb{F}_{q}$-linear subspace $\mathcal{C} \subseteq \mathbb{F}_{q}^{n \times m}$. If $\mathcal{C} \neq\{0\}$, then the minimum distance of $\mathcal{C}$ is the integer

$$
d(\mathcal{C}):=\min \{\operatorname{rk}(X) \mid X \in \mathcal{C}, X \neq 0\}=\min \{d(X, Y) \mid X, Y \in \mathcal{C}, X \neq Y\}
$$

It is easy to check that the map $d: \mathbb{F}_{q}^{n \times m} \times \mathbb{F}_{q}^{n \times m} \rightarrow \mathbb{N}$ defines a metric on $\mathbb{F}_{q}^{n \times m}$. From now on, we will refer to a rank-metric code $\mathcal{C} \subseteq \mathbb{F}_{q}^{n \times m}$ of dimension $k$ as an $[n \times m, k]_{q}$ code. When also the minimum distance $d$ is known, we will call it an $[n \times m, k, d]_{q}$ code.

Also in the rank metric, one can define the notion of equivalence of codes.
Definition 2.7. Two rank-metric $\operatorname{codes} \mathcal{C}, \mathcal{C}^{\prime} \subseteq \mathbb{F}_{q}^{n \times m}$ are (semilinearly) equivalent if there exists an $\mathbb{F}_{q}$-semilinear isometry $\varphi:\left(\mathbb{F}_{q}^{n \times m}, d\right) \rightarrow\left(\mathbb{F}_{q}^{n \times m}, d\right)$ such that $\varphi(\mathcal{C})=\mathcal{C}^{\prime}$.

If $\mathcal{C}, \mathcal{C}^{\prime} \in \mathbb{F}_{q}^{n \times m}$ are equivalent rank-metric codes, then we will write $\mathcal{C} \sim_{m} \mathcal{C}^{\prime}$, or simply $\mathcal{C} \sim \mathcal{C}^{\prime}$.

As a semilinear isometry of $\mathbb{F}_{q}^{n \times m}$ is necessarily bijective, equivalent codes have the same dimension and minimum distance. According to [54, 118], in which all the $\mathbb{F}_{q}$-semilinear isometries are classified, we have the following result.

Theorem 2.8. 54, 118 Let $\mathcal{C}, \mathcal{C}^{\prime} \subseteq \mathbb{F}_{q}^{n \times m}$ be two rank-metric codes. Then, $\mathcal{C} \sim \mathcal{C}^{\prime}$ if and only if there exist invertible matrices $A \in \mathrm{GL}_{n}(q), B \in \mathrm{GL}_{m}(q)$ and a field automorphism $\tau \in \operatorname{Aut}\left(\mathbb{F}_{q}\right)$ such that

$$
\mathcal{C}^{\prime}=A \tau(\mathcal{C}) B:=\{A \tau(X) B \mid X \in \mathcal{C}\}
$$

or, when $m=n$,

$$
\mathcal{C}^{\prime}=A \tau(\mathcal{C})^{\top} B:=\left\{A \tau(X)^{\top} B \mid X \in \mathcal{C}\right\} .
$$

Recall that the trace-product of $X, Y \in \mathbb{F}_{q}^{n \times m}$ is $\langle X ; Y\rangle:=\operatorname{Tr}\left(X Y^{\top}\right)$. It is well-known and easy to see that the map $(X, Y) \mapsto \operatorname{Tr}\left(X Y^{\top}\right)$ defines an $\mathbb{F}_{q}$-bilinear, symmetric and nondegenerate form on $\mathbb{F}_{q}^{n \times m}$.

Definition 2.9. The dual of an $[n \times m, k]_{q}$ code is

$$
\mathcal{C}^{\perp}:=\left\{X \in \mathbb{F}_{q}^{n \times m} \mid\langle X ; Y\rangle=0 \text { for all } Y \in \mathcal{C}\right\}
$$

Note that $\mathcal{C}^{\perp}$ is an $[n \times m, n m-k]_{q}$ code.
Remark 2.10. We denoted by $\mathcal{C}^{\perp}$ the dual codes in both vector and matrix frameworks. This is not really an abuse of notation, since for row vectors $u, v$ we have $\langle u ; v\rangle=\sum_{i} u_{i} v_{i}=\operatorname{Tr}\left(u v^{\top}\right)$.

We also define the column support and row support of a rank-metric code. See [45] for a detailed analysis of the various definitions of rank-support proposed in the literature. For this purpose, it is important to introduce the notion of row space and column space of a matrix $A \in \mathbb{F}^{k \times n}$, where $\mathbb{F}$ is a field. They are defined as the $\mathbb{F}$-subspace generated by the rows, respectively the columns, of $A$, and denoted by $\operatorname{rowsp}(A)$ and $\operatorname{colsp}(A)$.

Definition 2.11. Let $\mathcal{C}$ be a rank-metric code. The column support and the row support of $\mathcal{C}$ are defined to be the $\mathbb{F}_{q}$-subspaces of $\mathbb{F}_{q}^{n}$ and $\mathbb{F}_{q}^{m}$, respectively, defined by

$$
\operatorname{csupp}(\mathcal{C}):=\sum_{M \in \mathcal{C}} \operatorname{colsp}(M), \quad \operatorname{rsupp}(\mathcal{C}):=\sum_{M \in \mathcal{C}} \operatorname{rowsp}(M),
$$

where the sums are sums of vector subspaces. The code $\mathcal{C} \subseteq \mathbb{F}_{q}^{n \times m}$ is said to be nondegenerate if $\operatorname{csupp}(\mathcal{C})=\mathbb{F}_{q}^{n}$ and $\operatorname{rsupp}(\mathcal{C})=\mathbb{F}_{q}^{m}$.

### 2.3 Maximum Rank Distance Codes

The following result is the rank-metric analogue of the Singleton bound for codes with the Hamming metric.

Theorem 2.12. [30, Theorem 5.4] Let $n \leq m$ be two positive integers and $\mathcal{C} \subseteq \mathbb{F}_{q}^{n \times m}$ be a non-zero code. Then

$$
\operatorname{dim}_{\mathbb{F}_{q}}(\mathcal{C}) \leq m(n-d(\mathcal{C})+1) .
$$

Definition 2.13. A code $\mathcal{C}$ is maximum rank distance ( $M R D$ ) if it meets the bound of Theorem 2.12, or if it is the zero code.

In this framework, it is easy to see that a vector code $C \subseteq \mathbb{F}_{q^{m}}^{n}$ is MRD if and only if

$$
d(C)=n-\operatorname{dim}_{\mathbb{F}_{q^{m}}}(C)+1
$$

The property of being MRD satisfies a duality statement, both for vector and matrix codes with their respective duality notions defined in Definitions 2.5 and 2.9 .

Theorem 2.14. [30, 36]

1. Let $C$ be an $[n, k]_{q^{m}} M R D$ code. Then $C^{\perp}$ is an $[n, n-k]_{q^{m}} M R D$ code.
2. Let $\mathcal{C}$ be an $[n \times m, k]_{q} M R D$ code. Then $\mathcal{C}^{\perp}$ is an $[n \times m, n m-k]_{q} M R D$ code .

### 2.4 Operations on Codes

In this section we focus on operations on rank-metric codes, on both vector and matrix representations. In particular, we analyze the puncturing and shortening, which are related by a duality statement in both the frameworks.

### 2.4.1 Vector Codes

For any matrix $G \in \mathbb{F}_{q^{m}}^{k \times n}$, and set $I \subseteq[n]$ satisfying $0<|I|<n$, we denote by $G^{I} \in \mathbb{F}_{q^{m}}^{k \times|I|}$ the submatrix whose columns are those of $G$ indexed by $I$, and by $\bar{I}$ the complement of $I$ in $[n]$, i.e. $\bar{I}=[n] \backslash I$.

Definition 2.15. Let $C$ be an $[n, k]_{q^{m}}$ code and $A \in \operatorname{GL}_{n}(q)$. Let $I \subseteq[n]$ satisfy $0<|I|<n$, We define the punctured and shortened codes of $C$ with respect to $A$ and $I$ by

$$
\Pi(C, A, I):=\left\{(c A)^{\bar{I}} \mid c \in C\right\} \subseteq \mathbb{F}_{q^{m}}^{n-|I|}, \quad \Sigma(C, A, I):=\left\{(c A)^{\bar{I}} \mid c \in C,(c A)^{I}=0\right\} \subseteq \mathbb{F}_{q^{m}}^{n-|I|}
$$

Proposition 2.16. Let $C$ be an $[n, k]_{q^{m}}$ code, and let $2 \leq d \leq n$. The following are equivalent.

1. $d(C) \geq d$.
2. For every $A \in \mathrm{GL}_{n}(q)$ and $I \subseteq[n]$ satisfying $|I| \leq d-1$, the punctured code $\Pi(C, A, I)$ has dimension $k$.

Proof. Let $A \in \mathrm{GL}_{n}(q)$ and $I \subseteq[n]$ with $|I| \leq d-1$, and consider the map

$$
\begin{aligned}
f_{A, I}: \mathbb{F}_{q^{m}}^{n} & \longrightarrow \mathbb{F}_{q^{m}}^{n-|I|} \\
c & \longmapsto(c A)^{\bar{I}} .
\end{aligned}
$$

For any non-zero $c \in C$, we have $\mathrm{rk}_{q}(c A)=\mathrm{rk}_{q}(c) \geq d$. Moreover, $\mathrm{rk}_{q}\left((c A)^{\bar{I}}\right) \geq \mathrm{rk}_{q}(c A)-|I| \geq 1$. Therefore, $\operatorname{ker}\left(f_{A, I}\right) \cap C=\{0\}$ and $f_{A, I}$ restricted to $C$ is injective.

On the other hand, suppose $d(C)=r \leq d-1$, and let $c \in C$ such that $\mathrm{rk}_{q}(c)=r$, and let $\left\langle v_{1}, \ldots, v_{r}\right\rangle=\operatorname{supp}_{q}(c)$. There exists $A \in \operatorname{GL}_{n}(q)$ such that $c A=\left(v_{1}, \ldots, v_{r}, 0, \ldots, 0\right)$. Taking $I=[r]$, we get that $f_{A, I}(c)=0$, and $\operatorname{ker}\left(f_{A, I}\right) \cap C \supseteq\langle c\rangle$. Therefore, with this choice of $A$ and $I$, the dimension of $\Pi(C, A, I)$ is at most $k-1$, which yields a contradiction.

The following result is known for classical Hamming metric codes. We could not find a reference for this statement, but it directly follows from the classical case.

Theorem 2.17. Let $C \subseteq \mathbb{F}_{q^{m}}^{n}$ be a vector rank-metric code, $A \in \operatorname{GL}_{n}(q)$ and $I \subseteq[n]$ with $0<|I|<n$. Then

$$
\Pi(C, A, I)^{\perp}=\Sigma\left(C^{\perp},\left(A^{\top}\right)^{-1}, I\right) .
$$

Proposition 2.18. Let $C$ be an $[n, k]_{q^{m}}$ code and let $2 \leq d \leq n$. The following are equivalent.

1. $d(C) \geq d$.
2. For every $I \subseteq[n]$ with $|I|=n-d+1$, for every $A \in \operatorname{GL}_{n}(q), \Sigma(C, A, I)=\{0\}$.

Proof. From Proposition 2.16, $d(C) \geq d$ if and only if, for every $I$ with $|I|=n-d+1$ and $A \in \mathrm{GL}_{n}(q), \Pi(C, A, \bar{I})$ and $C$ are isomorphic under the map $f_{A, \bar{I}}$, which was defined in the proof of the same Proposition. The kernel of this map is in one-to-one correspondence with $\Sigma(C, A, I)$, which shows the desired equivalence.

### 2.4.2 Matrix Codes

Let $M \in \mathbb{F}_{q}^{n \times m}$. For any $I \subseteq[n], J \subseteq[m]$ satisfying $0<|I|<n, 0<|J|<m$, respectively, we denote by $M_{I} \in \mathbb{F}_{q}^{|I| \times m}$ the matrix whose rows are those of $M$ indexed by $I$ and by $M^{J} \in \mathbb{F}_{q}^{n \times|J|}$ the submatrix whose columns are those of $M$ indexed by $J$.

Definition 2.19. Let $\mathcal{C} \subseteq \mathbb{F}_{q}^{n \times m}$ be a matrix rank-metric code and let $A \in \mathrm{GL}_{n}(q), B \in \mathrm{GL}_{m}(q)$. Let $I \subseteq[n], J \subseteq[m]$ satisfy $0<|I|<n, 0<|J|<m$. We define the row-punctured and rowshortened codes of $\mathcal{C}$ with respect to $A$ and $I$ by

$$
\Pi^{r}(\mathcal{C}, A, I):=\left\{(A M)_{\bar{I}} \mid M \in \mathcal{C}\right\}, \quad \Sigma^{r}(\mathcal{C}, A, I):=\left\{(A M)_{\bar{I}} \mid M \in \mathcal{C},(A M)_{I}=0\right\}
$$

We define the column-punctured and column-shortened codes of $\mathcal{C}$ with respect to $B$ and $J$ by

$$
\Pi^{c}(\mathcal{C}, B, J):=\left\{(M B)^{\bar{J}} \mid M \in \mathcal{C}\right\}, \quad \Sigma^{c}(\mathcal{C}, B, J):=\left\{(M B)^{\bar{J}} \mid M \in \mathcal{C},(M B)^{J}=0\right\}
$$

Clearly,

$$
\begin{equation*}
\Pi^{r}(\mathcal{C}, A, I)=A_{\bar{I}} \mathcal{C} \text { and } \Pi^{c}(\mathcal{C}, B, J)=\mathcal{C} B^{\bar{J}} \tag{2.1}
\end{equation*}
$$

In particular every row-punctured code of $\mathcal{C}$ has the form $A \mathcal{C}$ for some $\ell \times n$ matrix $A$ of rank $\ell$ and every column-punctured code has the form $\mathcal{C} B$ for some $m \times s$ matrix $B$ of rank $s$.

Proposition 2.20. Let $\mathcal{C}$ be an $[n \times m, k]_{q}$ code, and let $2 \leq d \leq \min \{n, m\}$. The following are equivalent.

$$
\text { 1. } d(\mathcal{C}) \geq d .
$$

2. For every $A \in \mathrm{GL}_{n}(q)$ and $I \subseteq[n]$ satisfying $|I| \leq d-1$, the row-punctured code $\Pi^{r}(\mathcal{C}, A, I)$ has dimension $k$.
3. For every $B \in \mathrm{GL}_{m}(q)$ and $J \subseteq[m]$ satisfying $|J| \leq d-1$, the column-punctured code $\Pi^{c}(\mathcal{C}, B, J)$ has dimension $k$.

Proof. Let $A \in \mathrm{GL}_{n}(q)$ and let $I \subseteq[n]$ such that $|I| \leq d-1$. The $\mathbb{F}_{q}$-linear epimorphism

$$
\begin{aligned}
f: \mathcal{C} & \longrightarrow \Pi^{r}(\mathcal{C}, A, I) \\
M & \longmapsto(A M)_{\bar{I}}
\end{aligned}
$$

has non-trivial kernel if and only if $\operatorname{rk}(A M)_{\bar{I}}>0$ for every non-zero $M \in \mathcal{C}$. Since

$$
\operatorname{rk}\left((A M)_{\bar{I}}\right) \geq \operatorname{rk}(M)-|I| \geq \operatorname{rk}(M)-d+1
$$

$f$ is an isomorphism if and only if $d(\mathcal{C}) \geq d$. This establishes the equivalence of (1) and (2). Similarly, (1) and (3) are equivalent.

Let $\mathcal{C} \subseteq \mathbb{F}_{q}^{n \times m}$ be a rank-metric code. There is a duality result involving shortening and puncturing, similarly to the Hamming metric and the vector rank-metric cases.

Theorem 2.21. [17, Theorem 3.5] Let $\mathcal{C} \subseteq \mathbb{F}_{q}^{n \times m}$ be a rank-metric code, $A \in \operatorname{GL}_{n}(q), B \in$ $\mathrm{GL}_{m}(q)$. Let $I \subseteq[n]$ with $0<|I|<n$ and let $J \subseteq[m]$ with $0<|J|<m$.

$$
\Pi^{r}(\mathcal{C}, A, I)^{\perp}=\Sigma^{r}\left(\mathcal{C}^{\perp},\left(A^{\top}\right)^{-1}, I\right), \quad \Pi^{c}(\mathcal{C}, B, J)^{\perp}=\Sigma^{c}\left(\mathcal{C}^{\perp},\left(B^{\top}\right)^{-1}, J\right)
$$

Proposition 2.22. Let $\mathcal{C} \subseteq \mathbb{F}_{q}^{n \times m}$ be a rank-metric code and let $2 \leq d \leq \min \{n, m\}$. The following are equivalent.

1. $d(\mathcal{C}) \geq d$.
2. For every $I \subseteq[n]$ with $|I|=n-d+1$, for every $A \in \operatorname{GL}_{n}(q), \Sigma^{r}(\mathcal{C}, A, I)=\{0\}$.
3. For every $J \subseteq[m]$ with $|J|=m-d+1$, for every $B \in \mathrm{GL}_{m}(q), \Sigma^{c}(\mathcal{C}, B, J)=\{0\}$.

Proof. From Proposition $2.20, d(\mathcal{C}) \geq d$ if and only if $\Pi^{r}(\mathcal{C}, A, \bar{I})$ and $\mathcal{C}$ are isomorphic under the $\operatorname{map}: M \mapsto(A M)_{I}$. The kernel of this map is in one-to-one correspondence with $\Sigma^{r}(\mathcal{C}, A, I)$, which shows the equivalence of $(1)$ and $(2)$. The equivalence of $\sqrt{1})$ and $(3)$ follows similarly.

### 2.5 Relations between Vector Codes and Matrix Codes

To obtain a matrix code from a vector code, it suffices to use the fact that $\mathbb{F}_{q^{m}}^{n}$ and $\mathbb{F}_{q}^{n \times m}$ are isomorphic as $\mathbb{F}_{q}$-linear spaces. An isomorphism can be constructed as follows. Let $\Gamma=$ $\left\{\gamma_{1}, \ldots, \gamma_{m}\right\}$ be a basis of $\mathbb{F}_{q^{m}} / \mathbb{F}_{q}$. For $v \in \mathbb{F}_{q^{m}}^{n}$, denote by $\Gamma(v) \in \mathbb{F}_{q}^{n \times m}$ the matrix whose
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$(i, j)$ entry is the $j$-th coordinate of $v_{i}$ over the basis $\Gamma$. Then the map $v \mapsto \Gamma(v)$ is an $\mathbb{F}_{q^{-}}$ isomorphism. We denote by $\Gamma(C)$ the image of a vector rank-metric code $C \subseteq \mathbb{F}_{q^{m}}^{n}$ under $\Gamma$, i.e., we let $\Gamma(C)=\{\Gamma(v) \mid v \in C\}$.

Lemma 2.23. Let $C \subseteq \mathbb{F}_{q^{m}}^{n}$ be a non-zero vector code. The minimum distance of $\Gamma(C)$ does not depend on the choice of the basis $\Gamma$ for $\mathbb{F}_{q^{m}} / \mathbb{F}_{q}$. Moreover, for any such basis we have

$$
\operatorname{dim}_{\mathbb{F}_{q}}(\Gamma(C))=m \cdot \operatorname{dim}_{\mathbb{F}_{q^{m}}}(C)
$$

Another notion of support for vectors in $\mathbb{F}_{q^{m}}^{n}$ can be defined, in addition to the one given in Definition 2.1 .

Definition 2.24. Let $C \subseteq \mathbb{F}_{q^{m}}^{n}$ be a vector rank-metric code, $v \in \mathbb{F}_{q^{m}}^{n}$ and $\Gamma$ be a basis of $\mathbb{F}_{q^{m}} / \mathbb{F}_{q}$. The $\mathbb{F}_{q^{-}}$support of $v$ is defined as $\operatorname{supp}(v)=\operatorname{colsp}(\Gamma(v))$. Moreover, the $\mathbb{F}_{q^{-}}$support of the code $C$ is the $\mathbb{F}_{q}$-space

$$
\operatorname{supp}(C):=\sum_{v \in C} \operatorname{supp}(v)
$$

The following result is an easy computation.
Proposition 2.25. The support of a codeword is well-defined, i.e. it does not depend on the choice of the basis $\Gamma$ of $\mathbb{F}_{q^{m}} / \mathbb{F}_{q}$.

Notice that by definition, if $C \subseteq \mathbb{F}_{q^{m}}^{n}$, then $\operatorname{supp}(C)=\operatorname{csupp}(\Gamma(C))$ for every basis $\Gamma$ of $\mathbb{F}_{q^{m}} / \mathbb{F}_{q}$.

### 2.5.1 Code Equivalence

At this point, one could wonder if the definitions of equivalent codes for vector and matrix codes are compatible. The answer was given by Sheekey and Van de Voorde in [107].

Proposition 2.26. [107, Proposition 2.5] Let $C, C^{\prime} \subseteq \mathbb{F}_{q^{m}}^{n}$ be two vector-codes. Then, $C \sim_{v} C^{\prime}$ if and only if for any fixed basis $\Gamma$ of $\mathbb{F}_{q^{m}} / \mathbb{F}_{q}$, it holds $\Gamma(C) \sim_{m} \Gamma\left(C^{\prime}\right)$.

Moreover, an improvement in one direction was recently proved in 46].
Proposition 2.27. [46, Proposition 1.15] Let $C, C^{\prime} \in \mathbb{F}_{q^{m}}^{n}$ be vector rank-metric codes. Let $\Gamma, \Gamma^{\prime}$ be basis of $\mathbb{F}_{q^{m}} / \mathbb{F}_{q}$. If $C \sim_{v} C^{\prime}$ then $\Gamma(C) \sim_{m} \Gamma^{\prime}\left(C^{\prime}\right)$

Combining the two results, one can easily derive the following.
Theorem 2.28. Let $C, C^{\prime} \subseteq \mathbb{F}_{q^{m}}^{n}$ be two vector-codes, and let $\Gamma, \Gamma^{\prime}$ be two bases of $\mathbb{F}_{q^{m}} / \mathbb{F}_{q}$. Then, $C \sim_{v} C^{\prime}$ if and only if $\Gamma(C) \sim_{m} \Gamma^{\prime}\left(C^{\prime}\right)$.

### 2.5.2 Duality

Given a vector rank-metric code $C \subseteq \mathbb{F}_{q^{m}}^{n}$ and a basis $\Gamma$ of $\mathbb{F}_{q^{m}} / \mathbb{F}_{q}$, it is natural to ask whether the matrix codes $\Gamma\left(C^{\perp}\right)$ and $\Gamma(C)^{\perp}$ are the same. The answer is negative in general.

Example 2.29. [92, Example 18] Let $q=3, n=m=2$ and $\mathbb{F}_{3^{2}}=\mathbb{F}_{3}[\gamma]$, with $\gamma^{2}+1=0$. Consider now the vector rank-metric code $C$ generated by $g=(\gamma, 2)$, and the basis $\Gamma=\{1, \gamma\}$ of $\mathbb{F}_{3^{2}} / \mathbb{F}_{3}$. With these assumptions, we have that $C^{\perp}$ is the vector rank-metric code generated by $h=(1, \gamma)$, and

$$
\begin{aligned}
\Gamma(C) & =\left\langle\left(\begin{array}{ll}
0 & 1 \\
2 & 0
\end{array}\right),\left(\begin{array}{ll}
2 & 0 \\
0 & 2
\end{array}\right)\right\rangle \\
\Gamma\left(C^{\perp}\right) & =\left\langle\left(\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right),\left(\begin{array}{ll}
0 & 1 \\
2 & 0
\end{array}\right)\right\rangle .
\end{aligned}
$$

However, $\left\langle I_{2} ; 2 I_{2}\right\rangle=1 \neq 0$, therefore $I_{2} \notin \Gamma(C)^{\perp}$ and $\Gamma(C)^{\perp} \neq \Gamma\left(C^{\perp}\right)$.
Example 2.29 shows that in general $\Gamma\left(C^{\perp}\right) \neq \Gamma(C)^{\perp}$ for an $\mathbb{F}_{q^{m-}}[n, k]$ code and a basis $\Gamma$ of $\mathbb{F}_{q^{m}} / \mathbb{F}_{q}$. However, the following result shed lights on the duality of the matrix representation.

Theorem 2.30. [92, Theorem 21] Let $C$ be an $[n, k]_{q^{m}}$ rank-metric code, and let $\Gamma$ be a basis of $\mathbb{F}_{q^{m}} / \mathbb{F}_{q}$ and $\Gamma^{\prime}$ be its dual basis with respect to the trace form. Then

$$
\Gamma\left(C^{\perp}\right)=\Gamma^{\prime}(C)^{\perp} .
$$

In particular, $\Gamma\left(C^{\perp}\right) \sim \Gamma(C)^{\perp}$.

## Chapter 3

## Encoding and Representation of Rank-Metric Codes

In coding theory, two important issues concern the encoding and the storage of a code. In the most general case, given a finite set $\mathcal{A}$ and a positive integer $n$, a block code $C$ is a subset of $\mathcal{A}^{n}$, endowed with a distance function (usually the Hamming one). The space of messages $\mathcal{M}$ is then embedded in $\mathcal{A}^{n}$, via an injective encoding map $E$, such that $E(\mathcal{M})=C$. The need to have fast encoding and efficient representation of codes led to look at algebraic structures on all the defining objects (the alphabet, the space of messages and the code), and on the encoding map $E$. For this reason, one usually only considers the alphabet as a field of $q$ elements, the space of messages as the vector space $\mathbb{F}_{q}^{k}$, and the encoding map as a linear function, which leads to the study of linear codes. In this framework, we can locate the generator matrix of an $[n, k]_{q}$ code $C$, which serves as a representation in order to store $C$, and also as an encoding map. However, one can also read the parameters of the defining code from its algebraic structure. This generator matrix can also be constructed for a vector rank-metric code, and in analogous ways, one can extrapolate information on the code from it. In the case of matrix rank-metric codes, there is a similar object that one can use for storing, encoding and reading the parameters of the code. This is the case of the generator tensor, which was introduced and studied in [16] by Byrne, Neri, Ravagnani and Sheekey. This also lead to the investigation of a new parameter, that is the tensor rank of an $[n \times m, k]_{q}$ code $\mathcal{C}$, which gives a measure on the storage and encoding complexity of $\mathcal{C}$.

### 3.1 Vector Codes

In the Hamming metric case, linear codes are usually represented via their generator matrix, which represents the encoding map from the space of messages into the ambient space. Since this representation does not depend on the metric defined on the space, the same representation holds for vector rank-metric codes.

More specifically, for a given $[n, k]_{q^{m}}$ code $C$, an encoder is an $\mathbb{F}_{q^{m}}$-monomorphism

$$
E: \mathbb{F}_{q^{m}}^{k}: \longrightarrow \mathbb{F}_{q^{m}}^{n}
$$

The space of all such encoding maps is contained in the space $\operatorname{Hom}_{\mathbb{F}_{q^{m}}}\left(\mathbb{F}_{q^{m}}^{k}, \mathbb{F}_{q^{m}}^{n}\right)$, which is an $\mathbb{F}_{q^{m}}$-vector space of dimension $k n$ isomorphic to $\mathbb{F}_{q^{m}}^{k \times n}$ as $\mathbb{F}_{q^{m}}$-vector space. The isomorphism is given by:

$$
\begin{aligned}
\mathcal{E}: \mathbb{F}_{q^{m}}^{k \times n} & \longrightarrow \operatorname{Hom}_{\mathbb{F}_{q^{m}}}\left(\mathbb{F}_{q^{m}}^{k}, \mathbb{F}_{q^{m}}^{n}\right) \\
G & \longmapsto E_{G},
\end{aligned}
$$

where

$$
\begin{aligned}
E_{G}: \mathbb{F}_{q^{m}}^{k} & \longrightarrow \mathbb{F}_{q^{m}}^{n} \\
u & \longmapsto u G .
\end{aligned}
$$

Definition 3.1. Let $C$ be an $[n, k]_{q^{m}}$ code. A generator matrix for $C$ is an element $G \in \mathbb{F}_{q^{m}}^{k \times n}$ such that $\operatorname{rowsp}(G)=C$.

Note that the generator matrix for an $[n, k]_{q^{m}}$ code $C$ is not unique. However, there is a special generator matrix which is unique, that is the one in reduced row echelon form. A very special reduced row echelon form is the one given by $\left(I_{k} \mid X\right)$.

Definition 3.2. A generator matrix of the form $G=\left(I_{k} \mid X\right)$ is said to be in standard form (also called systematic form). The matrix $X$ of this representation is the non-systematic part of $G$. We will denote by $C_{X}$ the code $\operatorname{rowsp}\left(I_{k} \mid X\right)$.

Note that not all the codes have a generator matrix in standard form. However, it is easy to see that every $[n, k]_{q^{m}}$ code $C$ is equivalent to a code $C^{\prime}$ which has a generator matrix in standard form.

Definition 3.3. Let $C$ be an $[n, k]_{q^{m}}$ code. A parity check matrix for $C$ is an element $H \in$ $\mathbb{F}_{q^{m}}^{(n-k) \times n}$ such that $\operatorname{ker}(H)=C$.

In classical coding theory with the Hamming metric, it is well-known that generator matrix and parity check matrix satisfy a duality property. Since the bilinear form defining the dual code is the same in the case of vector rank-metric codes (that is the standard inner-product), then also for an $[n, k]_{q^{m}}$ code $C$, we have that a matrix $H \in \mathbb{F}_{q^{m}}^{(n-k) \times n}$ is a parity check matrix for $C$ if and only if it is a generator matrix for $C^{\perp}$.

We now express the shortened code of an $[n, k]_{q^{m}}$ code $C$ in terms of the parity check matrix. Let $G$ be a generator matrix for $C, I \subseteq[n]$ and $A \in \mathrm{GL}_{n}(q)$. For a codeword $c \in C$, there exists a unique $u \in \mathbb{F}_{q^{m}}^{k}$ such that $c=u G$. Then

$$
(c A)^{\bar{I}}=c\left(A^{\bar{I}}\right)=u G A^{\bar{I}}=u\left(G A^{\bar{I}}\right) .
$$

In particular,

$$
\begin{equation*}
\Pi(C, A, I)=\operatorname{rowsp}\left(G A^{\bar{I}}\right) \tag{3.1}
\end{equation*}
$$

This implies that $G A^{\bar{I}}$ is a generator matrix for $\Pi(\mathcal{C}, A, I)$ if and only if $\operatorname{rk}\left(G A^{\bar{I}}\right)=k$.
Using these facts and the duality result of Theorem 2.17, we get some corollaries.
Corollary 3.4. Let $H \in \mathbb{F}_{q^{m}}^{(n-k) \times n}$ be the parity check matrix of an $[n, k]_{q^{m}}$ code $\mathcal{C}$, let $A \in \operatorname{GL}_{n}(q)$ and $I \subseteq[n]$.

$$
\operatorname{rowsp}\left(H A^{\bar{I}}\right)=\left(\Sigma\left(C,\left(A^{\top}\right)^{-1}, I\right)\right)^{\perp}
$$

Proof. Since $H$ is a generator matrix for $\mathcal{C}^{\perp}$, by (3.1), we have that rowsp $\left(H A^{\bar{I}}\right)=\Pi\left(\mathcal{C}^{\perp}, A, I\right)$. Then, the statement follows from Theorem 2.17.

Corollary 3.5. Let $C$ be an $[n, k]_{q^{m}}$ code, $d$ be an integer such that $2 \leq d \leq n$, and $G \in \mathbb{F}_{q^{m}}^{k \times n}$ be a generator matrix for $C$. The following are equivalent.

1. $d(C) \geq d$.
2. For every $A \in \mathrm{GL}_{n}(q)$ and $I \subseteq[n]$ satisfying $|I| \leq d-1, G A^{\bar{I}}$ is the generator matrix of $\Pi(C, A, I)$.
3. For every $A \in \mathbb{F}_{q}^{(n-d+1) \times n}$ of rank $n-d+1, \operatorname{rk}\left(G A^{\top}\right)=k$.

Proof. The equivalence between 2 and 3 has already been observed above. The fact that 1 and 3 are equivalent follows from Proposition 2.16 and (3.1).

Corollary 3.6. Let $C$ be an $[n, k]_{q^{m}}$ code and let $2 \leq d \leq n$, and let $H \in \mathbb{F}_{q^{m}}^{(n-k) \times n}$ be a parity check matrix for $C$. The following are equivalent.

1. $d(C) \geq d$.
2. For every $A \in \mathbb{F}_{q}^{(d-1) \times n}$, $\operatorname{rowsp}\left(H A^{\top}\right)=\mathbb{F}_{q^{m}}^{d-1}$.

Proof. It follows from Corollary 3.4 (3.1) and Proposition 2.18.

### 3.1.1 Generator and Parity Check Matrices of MRD Codes

As a direct consequence of Corollary 3.5, we present some criteria on the generator matrix and on the parity check matrix of an $[n, k]_{q^{m}}$ code, that allow to verify whether the code is MRD. First, we state the criterion given in the seminal paper of Gabidulin [36].

Proposition 3.7. [36] Let $C$ be an $[n, k]_{q^{m}}$ code, and $G \in \mathbb{F}_{q^{m}}^{k \times n}$ be a generator matrix for $C$. Then, $C$ is MRD if and only if for every $A \in \operatorname{GL}_{n}(q)$, the code $\operatorname{rowsp}(G A)$ endowed with the Hamming metric, is an MDS code.

The following criterion was given in [51, Corollary 2.12], and it is based on Proposition 3.7. It was finally improved in [81]. First we define the sets

$$
\begin{align*}
& \mathcal{E}_{q}(k, n):=\left\{E \in \mathbb{F}_{q}^{k \times n} \mid \mathrm{rk}(E)=k\right\}  \tag{3.2}\\
& \mathcal{T}_{q}(k, n):=\left\{E \in \mathcal{E}_{q}(k, n) \mid E \text { is in reduced row echelon form }\right\} . \tag{3.3}
\end{align*}
$$

Proposition 3.8 (MRD criterion). Let $C$ be an $[n, k]_{q^{m}}$ code. Let $G \in \mathbb{F}_{q^{m}}^{k \times n}$ be a generator matrix and $H \in \mathbb{F}_{q^{m}}^{(n-k) \times n}$ be a parity check matrix for $C$. The following are equivalent.

1. $C$ is $M R D$.
2. $\operatorname{rk}\left(G E^{\top}\right)=k$ for all $E \in \mathcal{E}_{q}(k, n)$.
3. $\operatorname{rk}\left(H E^{\top}\right)=n-k$ for all $E \in \mathcal{E}_{q}(n-k, n)$.
4. $\operatorname{rk}\left(G E^{\top}\right)=k$ for all $E \in \mathcal{T}_{q}(k, n)$.
5. $\operatorname{rk}\left(H E^{\top}\right)=n-k$ for all $E \in \mathcal{T}_{q}(n-k, n)$.

Another criterion was given in [51], involving the multiplication of the generator matrix by upper-triangular matrices. Consider the set of all upper-triangular matrices with all 1's on the diagonal, namely

$$
\mathrm{U}_{n}(q):=\left\{A \in \mathbb{F}_{q}^{n \times n} \mid a_{i, j}=0 \text { for } i>j, a_{i, i}=1 \text { for } i \in[n]\right\} .
$$

The next theorem is a reformulation of [51, Corollary 3.3].
Theorem 3.9. [51] Let $C$ be an $[n, k]_{q^{m}}$ code with generator matrix $G$. Then, $C$ is MRD if and only if for every $A \in \mathrm{U}_{q}(n)$, the code rowsp $(G A)$, endowed with the Hamming metric, is an MDS block code.

We now study the generator matrix in standard (or systematic) form of MRD codes.
Lemma 3.10. [79, Lemma 8] Let $C$ be an $[n, k]_{q^{m}} M R D$ code. Then

1. $C$ has a generator matrix in standard form, that is $C=\operatorname{rowsp}\left(I_{k} \mid X\right)$, for some $X=$ $\left(x_{i, j}\right) \in \mathbb{F}_{q^{m}}^{k \times(n-k)}$.
2. $\mathrm{rk}_{q}\left(1, x_{i, 1}, \ldots, x_{i, n-k}\right)=n-k+1$, for every $i \in[k]$.
3. $\mathrm{rk}_{q}\left(1, x_{1, j}, \ldots, x_{k, j}\right)=k+1$, for every $j \in[n-k]$.

Proof. 1. An $[n, k]_{q^{m}}$ MRD code is also MDS, if considered endowed with the Hamming distance. This follows from the fact that $\mathrm{rk}_{q}(v) \leq \mathrm{wt}_{H}(v)$ and from the Singleton bound. Since the statement holds for MDS codes, we conclude.
2. Suppose that $\mathrm{rk}_{q}\left(1, x_{i, 1}, \ldots, x_{i, n-k}\right)<n-k+1$ for some $i \in[k]$, and consider the non-zero codeword

$$
e_{i}\left(I_{k} \mid X\right)=\left(0, \ldots, 0,1,0, \ldots, 0, x_{i, 1}, \ldots, x_{i, n-k}\right)
$$

The $q$-rank of this codeword is strictly less than $n-k+1$, and therefore $C_{X}$ can not be MRD.
3. In this case we consider the code $C_{X}^{\perp}$. Since a generator matrix for this code is $\left(-X^{T} \mid\right.$ $I_{n-k}$ ), we get that $C_{X}^{\perp} \sim C_{-X^{T}}$. By the part 2 of this Lemma, we have that $C_{-X^{T}}$ is not MRD and therefore the same holds for $C_{X}^{\perp}$. Hence, by Theorem 2.14, we can conclude that $C_{X}$ is not MRD.

Observe that by Lemma 3.10 every $[n, k]_{q^{m}}$ MRD code can be represented in a unique way as a code of the form $C_{X}$ for some $X \in \mathbb{F}_{q^{m}}^{k \times(n-k)}$. We will widely use this notation later in this work.

The following result derives from Theorem 3.9; it can be considered as the analogue in the rank metric of Theorem 1.33, since it gives conditions for a code $C_{X}$ to be MRD, based only on the matrix $X$.

Theorem 3.11. Let $X \in \mathbb{F}_{q^{m}}^{k \times(n-k)}$. The following are equivalent:

1. $C_{X}$ is MRD.
2. For every $A \in \mathrm{GL}_{k}(q), B \in \mathrm{GL}_{n-k}(q), C \in \mathbb{F}_{q}^{k \times(n-k)}$, the matrix $A X B+C$ is superregular.
3. For every $A \in \mathrm{U}_{k}(q), B \in \mathrm{U}_{n-k}(q), C \in \mathbb{F}_{q}^{k \times(n-k)}$, the matrix $A X B+C$ is superregular.

Proof. 2. $\Rightarrow 3$. This is clear, since $\mathrm{U}_{r}(q) \subseteq \operatorname{GL}_{r}(q)$ for any positive integer $r$.
$1 . \Rightarrow 2$. Suppose that $C_{X}$ is MRD, and let $A \in \mathrm{GL}_{k}(q), B \in \mathrm{GL}_{n-k}(q), C \in \mathbb{F}_{q}^{k \times(n-k)}$. Then we consider the matrix $\widetilde{G}=\left(I_{k} \mid X\right) M$, where

$$
M:=\left(\begin{array}{cc}
A^{-1} & A^{-1} C \\
0 & B
\end{array}\right) \in \operatorname{GL}_{n}(q)
$$

Then it is easy to see that $\operatorname{rowsp}(\widetilde{G})=C_{\tilde{X}}$, where $\widetilde{X}=A X B+C$. Then the statement follows from Proposition 3.7 and the characterization of MDS codes given in Theorem 1.33.
3. $\Rightarrow 1$. Suppose that 3 holds. Every matrix $M \in \mathrm{U}_{n}(q)$ can be written in the form

$$
M:=\left(\begin{array}{cc}
A & A C \\
0 & B
\end{array}\right) \in \operatorname{GL}_{n}(q)
$$

for some $A \in \mathrm{U}_{k}(q), B \in \mathrm{U}_{n-k}(q), C \in \mathbb{F}_{q}^{k \times(n-k)}$. Moreover, $\operatorname{rowsp}\left(\left(I_{k} \mid X\right) M\right)=C_{\tilde{X}}$, where $X=A^{-1} X B+C$. Since the map $A \longmapsto A^{-1}$ is a bijection from $\mathrm{U}_{k}(q)$ into itself, we conclude that $C_{X}$ is an MRD code using Theorem 1.33 and Theorem 3.9.

Even though Theorem 3.11 is an easy consequence of known results, it can not be found in any published scientific work. Thus, it is an original contribution of this dissertation.

### 3.2 Matrix Codes: Tensor Representation

The results presented in this section are taken from the paper [16] by Byrne, Neri, Ravagnani and Sheekey.

In the theory of rank-metric codes, a natural representation of an $[n \times m, k]_{q}$ code is given by a generator tensor for it. It will become evident that this representation offers greater efficiency in terms of complexity of encoding and storage of the encoder.

The generator tensor essentially determines an encoding from the information space $\mathbb{F}_{q}^{k}$ to the ambient matrix space $\mathbb{F}_{q}^{n \times m}$. More specifically, for a given $[n \times m, k]_{q}$ code $\mathcal{C}$, an encoder is an $\mathbb{F}_{q}$-monomorphism

$$
E: \mathbb{F}_{q}^{k}: \longrightarrow \mathbb{F}_{q}^{n \times m}
$$

The space of all such encoding maps is contained in the space $\operatorname{Hom}_{\mathbb{F}_{q}}\left(\mathbb{F}_{q}^{k}, \mathbb{F}_{q}^{n \times m}\right)$, which is an $\mathbb{F}_{q}$-vector space of dimension knm . Moreover, we have that

$$
\operatorname{Hom}_{\mathbb{F}_{q}}\left(\mathbb{F}_{q}^{k}, \mathbb{F}_{q}^{n \times m}\right) \cong \mathbb{F}_{q}^{k \times n \times m}
$$

as $\mathbb{F}_{q}$-vector spaces. The isomorphism is explicitly given by:

$$
\begin{aligned}
\mathcal{E}: \mathbb{F}_{q}^{k \times n \times m} & \longrightarrow \operatorname{Hom}_{\mathbb{F}_{q}}\left(\mathbb{F}_{q}^{k}, \mathbb{F}_{q}^{n \times m}\right) \\
X & \longmapsto E_{X},
\end{aligned}
$$

where

$$
\begin{aligned}
E_{X}: \mathbb{F}_{q}^{k} & \longrightarrow \mathbb{F}_{q}^{n \times m} \\
g & \longmapsto m_{1}(g, X) .
\end{aligned}
$$

This yields an analogue of the notion of a generator matrix for rank-metric codes, in the form of a 3 -tensor.

Definition 3.12. Let $\mathcal{C}$ be an $[n \times m, k]_{q}$ code. A generator tensor for the code $\mathcal{C}$ is an element $X \in \mathbb{F}_{q}^{k \times n \times m}$ such that $\operatorname{ssp}_{1}(X)=\mathcal{C}$.

Clearly, with respect to this definition, any generator tensor for a code is necessarily 1 nondegenerate. The complexity of realizing a code $\mathcal{C}$ as the slice space of a tensor $X$ depends on the tensor rank of $X$ and hence it is of interest to give expressions of generating tensors as
minimal sums of simple tensors, and moreover to obtain constructions of codes whose generating tensors have least possible tensor rank.

Let $\mathcal{C} \subseteq \mathbb{F}_{q}^{n \times m}$ be a non-zero code, and let $X_{1}, X_{2}$ be generating tensors for $\mathcal{C}$. By Proposition 1.26 we have that

$$
\begin{aligned}
\operatorname{trk}\left(X_{1}\right) & =\min \left\{R \in \mathbb{N} \mid \exists A_{1}, \ldots, A_{R} \text { with } \operatorname{rk}\left(A_{i}\right)=1, \mathcal{C} \subseteq\left\langle A_{1}, \ldots, A_{R}\right\rangle\right\} \\
& =\operatorname{trk}\left(X_{2}\right) .
\end{aligned}
$$

Therefore the following holds.
Proposition 3.13. Let $X_{1}$ and $X_{2}$ be two generator tensors for the same $[n \times m, k]_{q}$ code $\mathcal{C}$. Then

$$
\operatorname{trk}\left(X_{1}\right)=\operatorname{trk}\left(X_{2}\right)
$$

Furthermore, if $\mathcal{C}$ is not the zero code, then this number equals the minimum $R>0$ such that $\mathcal{C}$ is contained in the span of $R$ rank 1 matrices.
Definition 3.14. Let $\mathcal{C}$ be an $[n \times m, k]_{q}$ code. The tensor rank of $\mathcal{C}$, denoted by $\operatorname{trk}(\mathcal{C})$, is defined to be the tensor rank of any generator tensor of $\mathcal{C}$.

If $\mathcal{C}$ and $\mathcal{C}^{\prime}$ are a pair of codes satisfying $\mathcal{C}^{\prime}=\varphi(\mathcal{C})$ for an isometry $\varphi$, and let $\left\{A_{1}, \ldots, A_{R}\right\}$ be a set of rank 1 matrices such that $\mathcal{C} \subseteq\left\langle A_{1}, \ldots, A_{R}\right\rangle$. Then $\mathcal{C}^{\prime} \subseteq\left\langle\varphi\left(A_{1}\right), \ldots, \varphi\left(A_{R}\right)\right\rangle$, and the matrices $\varphi\left(A_{i}\right)$ 's have also rank 1. Therefore, Proposition 3.13 also implies that the tensor rank is invariant under code equivalence.
Proposition 3.15. Let $\mathcal{C}, \mathcal{C}^{\prime} \in \mathbb{F}_{q}^{n \times m}$ with $\mathcal{C} \sim_{m} \mathcal{C}^{\prime}$. Then $\operatorname{trk}(\mathcal{C})=\operatorname{trk}\left(\mathcal{C}^{\prime}\right)$.
Let $\mathcal{C}$ be an $[n \times m, k]_{q}$ code with generator tensor $X \in \mathbb{F}^{k \times n \times m}$. By the definition of a generator tensor, we have that $\operatorname{dim}_{1}(X)=\operatorname{dim}_{\mathbb{F}_{q}}(\mathcal{C})$. However, $\operatorname{dim}_{2}(X)$ and $\operatorname{dim}_{3}(X)$ also have an important role, as explained by the following result.
Proposition 3.16. Let $\mathcal{C}$ be an $[n \times m, k]_{q}$ code with generator tensor $X \in \mathbb{F}_{q}^{k \times n \times m}$. Then

$$
\operatorname{dim}_{2}(X)=\operatorname{dim}(\operatorname{csupp}(\mathcal{C})), \quad \operatorname{dim}_{3}(X)=\operatorname{dim}(\operatorname{rsupp}(\mathcal{C}))
$$

Proof. Let $A_{1}, \ldots, A_{k}$ be a basis of $\mathcal{C}$. Then $Y=\sum_{i=1}^{k} e_{i} \otimes A_{i}$ is a generator tensor for $\mathcal{C}$. For any $y \in \mathbb{F}_{q}^{n}$, we have that $m_{2}(y, Y)=\sum_{i=1}^{k} e_{i} \otimes\left(y A_{i}\right)=0$ if and only if $y A_{i}=0$ for each $i=1, \ldots, k$. This is true if and only if

$$
y \in \bigcap_{i=1}^{k} \operatorname{colsp}\left(A_{i}\right)^{\perp}=\left(\sum_{i=1}^{k} \operatorname{colsp}\left(A_{i}\right)\right)^{\perp}=\operatorname{csupp}(\mathcal{C})^{\perp} .
$$

In particular $\operatorname{csupp}(\mathcal{C})^{\perp}$ is the kernel of the map

$$
m_{2}(\cdot, Y): \mathbb{F}_{q}^{n} \longrightarrow \mathbb{F}_{q}^{k \times m}: y \mapsto m_{2}(y, Y),
$$
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hence $\operatorname{dim}(\operatorname{csupp}(\mathcal{C}))=\operatorname{dim}_{2}(Y)=\operatorname{dim} \operatorname{ssp}_{2}(\mathcal{C})=\operatorname{dim}_{2}(X)$.
The proof of the statement for $\operatorname{dim}_{3}(X)$ is analogous.
Remark 3.17. As a consequence, the property of a rank-metric code $\mathcal{C}$ of being nondegenerate can be read from its generator tensor. Indeed, $\mathcal{C}$ is nondegenerate if and only if any of its generator tensors is both 2-nondegenerate and 3-nondegenerate.

Remark 3.18. We note that some of the results of this section have been previously considered in the case of $m=n=k$, due to the fact that MRD codes in this situation are in one-to-one correspondence with finite semifields, that is, nonassociative division algebras. Indeed, tensors and rank-metric codes in this case correspond to algebras which are not necessarily associative. Knuth 57] considered the cubical array of a semifield, which is precisely the coordinate tensor introduced in (1.1). The explicit tensor correspondence was outlined in 69] and developed in [63], where the tensor rank was proposed as an interesting invariant of a finite semifield, or equivalently its corresponding slice space.

### 3.2.1 Complexity

We have demonstrated how the encoding map from $\mathbb{F}_{q}^{k}$ to the ambient space $\mathbb{F}_{q}^{n \times m}$ is represented for a rank metric code by a 3 -tensor, namely its generator tensor. Let $X=\sum_{r=1}^{R} u_{r} \otimes v_{r} \otimes w_{r}$ be a generator tensor for an $[n \times m, k, d]_{q}$ code $\mathcal{C}$ of tensor rank $R$. The message $a \in \mathbb{F}_{q}^{k}$ is encoded via

$$
a \mapsto m_{1}(a, X)=\sum_{r=1}^{R}\left(a \cdot u_{r}\right) v_{r} \otimes w_{r}=V \operatorname{diag}(a U) W^{T},
$$

where $U=\left(u_{r} \mid 1 \leq r \leq R\right), V=\left(v_{r} \mid 1 \leq r \leq R\right)$ and $W=\left(w_{r} \mid 1 \leq r \leq R\right)$. We say that $X$ is in standard form if $U=\left(I_{k} \mid U^{\prime}\right), V=\left(I_{n} \mid V^{\prime}\right)$ and $W=\left(I_{m} \mid W^{\prime}\right)$ for matrices $U^{\prime}, V^{\prime}, W^{\prime}$ of the required sizes.
$X$ has storage complexity $R(k+n+m)$ in the general case and requires storing up to $R(k+n+m)-k^{2}-n^{2}-m^{2}$ symbols in $\mathbb{F}_{q}$ if $X$ is in standard from. Note that the expression of the codeword $c=m_{1}(a, X)$ as an $\mathbb{F}_{q}$-linear combination of the rank one matrices $v_{r} \otimes w_{r}$ is unique. Thus, it is sufficient to compute $a U$ in order to represent elements of $\mathcal{C}$, once the generator tensor $X$ is known. The tensor encoding therefore requires $k R$ multiplications and $(k-1) R$ additions over $\mathbb{F}_{q}$ for arbitrary $U$ of rank $k$ and $k(R-k)$ multiplications and $(k-1)(R-k)$ additions if $U$ is in standard form.

Of course, being an $\mathbb{F}_{q}$-space, we could also choose to use a generator matrix to represent the encoding map. This can be achieved by representing each element of $\mathbb{F}_{q}^{n \times m}$ as a vector of length $\mathbb{F}_{q}^{n m}$ by the obvious $\mathbb{F}_{q}$-isomorphism

$$
\left(M_{i j}\right) \mapsto\left(M_{11} \cdots M_{1 n}|\cdots| M_{m 1} \cdots M_{m n}\right) .
$$

Then choose a $k \times n m$ generator matrix $G$ as the encoder. The storage complexity of $G$ is $k n m$ and if $G$ is in systematic form it requires $k(n m-k)$ symbols in $\mathbb{F}_{q}$. The encoding complexity of the computation $x \mapsto x G$ for $G$ in standard form then requires $k(n m-k)$ multiplications and $(k-1)(n m-k)$ additions. We remark that the $k \times n m$ matrix $G$ can simply be obtained from the coordinate tensor representation of $X$ via

$$
\begin{equation*}
G_{i t}:=X_{i j \ell}, \tag{3.4}
\end{equation*}
$$

where $t=(j-1) m+\ell$ for $1 \leq j \leq n, 1 \leq \ell \leq m$. We summarize these observations in Table 3.1.

|  | $k \times n m$ Generator Matrix | $k \times n \times m$ Generator Tensor |
| :--- | :---: | :---: |
| Storage | $k(m n-k)$ | $R(k+n+m)-k^{2}-n^{2}-m^{2}$ |
| Encoding Additions | $(k-1)(n m-k)$ | $(k-1)(R-k)$ |
| Encoding Multiplications | $k(n m-k)$ | $k(R-k)$ |

Table 3.1: Complexities
Since $R \leq n m$, the generator tensor approach in most cases offers complexity lower than that required by the generator matrix encoder. The number of symbols in $\mathbb{F}_{q}$ required to store the standard form generator matrix $G$ exceeds that of the standard generator tensor $X$ if and only if

$$
R<\frac{k n m+n^{2}+m^{2}}{k+n+m} .
$$

### 3.2.2 Parity Check Tensor

We define a parity check tensor of a rank-metric code.
Definition 3.19. Let $\mathcal{C}$ be an $[n \times m, k]_{q}$ code and let $Y \in \mathbb{F}_{q}^{(m n-k) \times n \times m}$. We say that $Y$ is a parity check tensor for $\mathcal{C}$ if

$$
\mathcal{C}=\left\{M \in \mathbb{F}^{n \times m} \mid Y: M=0\right\} .
$$

Recall that for a pair of matrices $M=\left(m_{i j}\right)$ and $N=\left(n_{i j}\right)$ in $\mathbb{F}_{q}^{n \times m}$,

$$
\langle M ; N\rangle=\operatorname{Tr}\left(M N^{\top}\right)=\sum_{i, j} m_{i j} n_{i j} .
$$

This operation coincides with the tensor double-dot product when applied to matrices, i.e.

$$
M: N=\langle M ; N\rangle
$$

From this, let $\mathcal{C}$ be an $[n \times m, k]_{q}$ code, $X \in \mathbb{F}_{q}^{k \times n \times m}$ be a generator tensor for $\mathcal{C}$, and $Y \in$ $\mathbb{F}_{q}^{(m n-k) \times n \times m}$ be a parity check tensor for $\mathcal{C}$. Let moreover $G \in \mathbb{F}_{q}^{k \times n m}$ be constructed from $X$
as in (3.4), and $H \in \mathbb{F}_{q}^{(n m-k) \times n m}$ be a parity check matrix for the $[n m, k]_{q}$ block code generated by $G$. Then, it holds that

$$
X: Y=0 \text { if and only if } G H^{\top}=0
$$

i.e. the definition of parity check tensor is compatible with the defiition of parity check matrices if one uses the identification in (3.4).

Proposition 3.20. Let $Y \in \mathbb{F}^{(m n-k) \times n \times m}$, and let $\mathcal{C}$ be an $[n \times m, k]_{q}$ code. Then, $Y$ is a generator tensor for $\mathcal{C}^{\perp}$ if and only if it is a parity check tensor for $\mathcal{C}$.

Proof. $Y$ is a parity check tensor for $\mathcal{C}$ if and only if $Y: M=0$ for all $M \in \mathcal{C}$. From (1.4), this holds if and only if

$$
0=g(Y: M)=m_{1}(g, Y): M
$$

for all $g \in \mathbb{F}_{q}^{n m-k}$ and $M \in \mathcal{C}$, which holds if and only if $\mathcal{C}^{\perp}=\left\{m_{1}(g, Y) \mid g \in \mathbb{F}_{q}^{n m-k}\right\}$.
Corollary 3.21. Let $X \in \mathbb{F}^{k \times n \times m}$ be a generator tensor for an $[n \times m, k]_{q}$ code $\mathcal{C}$. A 1nondegenerate tensor $Y \in \mathbb{F}^{(m n-k) \times n \times m}$ is a parity check tensor for $\mathcal{C}$ if and only if

$$
X: Y=0 .
$$

Let $\mathcal{C} \subseteq \mathbb{F}_{q}^{n \times m}$ be a rank-metric code. We now express the shortened code of a rank-metric code in terms of its parity check tensor.

Let $X$ be a generator tensor for $\mathcal{C} \in \mathbb{F}_{q}^{n \times m}$ and let $M \in \mathcal{C}$. Then $M=m_{1}(\alpha, X)$ for unique $\alpha \in \mathbb{F}_{q}^{k}$. Let $I \subseteq[n]$ and let $A \in \mathrm{GL}_{n}(q)$. Then

$$
(A M)_{I}=A_{I} M=m_{2}\left(A_{I}, M\right)=m_{2}\left(A_{I}, m_{1}(\alpha, X)\right)=m_{1}\left(\alpha, m_{2}\left(A_{I}, X\right)\right)
$$

where we have identified matrices $H \in \mathbb{F}_{q}^{N \times M}$ with 3-tensors $1 \otimes H \in \mathbb{F}_{q}^{1 \times N \times M}$. In particular,

$$
\begin{equation*}
\Pi^{r}(\mathcal{C}, A, I)=\operatorname{ssp}_{1}\left(m_{2}\left(A_{\bar{I}}, X\right)\right) \tag{3.5}
\end{equation*}
$$

Similarly, for any $J \subseteq[m]$ and $B \in \operatorname{GL}_{m}(q)$, we have

$$
\begin{equation*}
\Pi^{c}(\mathcal{C}, B, J)=\operatorname{ssp}_{1}\left(m_{3}\left(\left(B^{\bar{J}}\right)^{\top}, X\right)\right) \tag{3.6}
\end{equation*}
$$

Clearly, $m_{2}\left(A_{\bar{I}}, X\right)$ is a generator tensor for $\Pi^{r}(\mathcal{C}, A, I)$ (respectively $m_{3}\left(\left(B^{\bar{J}}\right)^{\top}, X\right)$ is a generator tensor for $\left.\Pi^{c}(\mathcal{C}, B, J)\right)$ if and only if it is 1-nondegenerate.

Corollary 3.22. Let $Y \in \mathbb{F}_{q}^{(n m-k) \times n \times m}$ be a parity check tensor of an $[n \times m, k]_{q}$ code $\mathcal{C}$, let $A \in \mathrm{GL}_{n}(q)$ and let $B \in \mathrm{GL}_{m}(q)$. Let $I \subseteq[n]$ and $J \subseteq[m]$. Then

1. $\operatorname{ssp}_{1}\left(m_{2}\left(\left(\left(A^{\top}\right)^{-1}\right)_{\bar{I}}, Y\right)\right)=\left(\Sigma^{r}(\mathcal{C}, A, I)\right)^{\perp}$.
2. $\operatorname{ssp}_{1}\left(m_{3}\left(\left(B^{\bar{J}}\right)^{\top}, Y\right)\right)=\left(\Sigma^{c}(\mathcal{C}, B, J)\right)^{\perp}$.

Proof. By the duality statement of Theorem 2.21, we have

$$
\Sigma^{r}(\mathcal{C}, A, I)=\Pi^{r}\left(\mathcal{C}^{\perp},\left(A^{\top}\right)^{-1}, I\right)^{\perp}
$$

By Proposition 3.20, $Y$ is a generator tensor for $\mathcal{C}^{\perp}$ and so by (3.5) we have

$$
\operatorname{ssp}_{1}\left(m_{2}\left(\left(\left(A^{\top}\right)^{-1}\right)_{\bar{I}}, Y\right)\right)=\Pi^{r}\left(\mathcal{C}^{\perp},\left(A^{\top}\right)^{-1}, I\right)
$$

showing that (1) holds. The proof that (2) holds is similar.
Proposition 2.20, combined with (2.1), (3.5) and (3.6) immediately yield the following result.
Corollary 3.23. Let $X \in \mathbb{F}_{q}^{k \times n \times m}$ be a generator tensor of an $[n \times m, k]_{q}$ code $\mathcal{C}$, and let $2 \leq d \leq \min \{n, m\}$. The following are equivalent.

1. $d(C) \geq d$.
2. For every $A \in \mathrm{GL}_{n}(q)$ and $I \subseteq[n]$ satisfying $|I| \leq d-1, m_{2}\left(A_{\bar{I}}, X\right)$ is a generator tensor of $\Pi^{r}(\mathcal{C}, A, I)$.
3. For every $B \in \mathrm{GL}_{m}(q)$ and $J \subseteq[m]$ satisfying $|J| \leq d-1, m_{3}\left(\left(B^{\bar{J}}\right)^{\top}, X\right)$ is a generator tensor of $\Pi^{c}(\mathcal{C}, B, J)$.
4. For every $A \in \mathbb{F}_{q}^{(n-d+1) \times n}$ of rank $n-d+1, \operatorname{dim}_{1}\left(m_{2}(A, X)\right)=k$.
5. For every $B \in \mathbb{F}_{q}^{(m-d+1) \times m}$ of rank $m-d+1, \operatorname{dim}_{1}\left(m_{3}(B, X)\right)=k$.

As a direct consequence of Propositions 3.22 and 2.22 , we get the following result that relates the minimum distance of a rank-metric code with any of its parity check tensors.

Corollary 3.24. Let $Y \in \mathbb{F}_{q}^{(n m-k) \times n \times m}$ be a parity check tensor of an $[n \times m, k]_{q}$ code $\mathcal{C}$, and let $2 \leq d \leq \min \{n, m\}$. The following are equivalent.

1. $d(\mathcal{C}) \geq d$.
2. For every $A \in \mathbb{F}_{q}^{(d-1) \times n}$ of full rank, $\operatorname{ssp}_{1}\left(m_{2}(A, Y)\right)=\mathbb{F}_{q}^{(d-1) \times m}$.
3. For every $B \in \mathbb{F}_{q}^{(d-1) \times m}$ of full rank, $\operatorname{ssp}_{1}\left(m_{3}(B, Y)\right)=\mathbb{F}_{q}^{n \times(d-1)}$.

## Chapter 4

## Gabidulin Codes

The most studied and important construction of MRD codes is still the one proposed in the seminal works [30, 36, 96], and then generalized in [61]. These codes are known as Gabidulin codes, and they represent the rank analogue of the well-known generalized Reed-Solomon (GRS) codes. As GRS codes, Gabidulin codes are evaluation codes. However, they are defined over a field extension $\mathbb{F}_{q^{m}} / \mathbb{F}_{q}$, whose Galois group is cyclic with generator $\theta$. Here, the evaluation is done on a particular subset of $\theta$-polynomials in $n$ points that are linearly independent over $\mathbb{F}_{q}$. The structure of evaluation codes allowed the development of many efficient decoding algorithms in the last years [110, 116]. In this framework, another analogy emerges regarding the generator matrices of these two families of codes. The canonical generator matrix of GRS codes is obtained by the evaluation of the canonical basis $\left\{1, x, \ldots, x^{k-1}\right\}$, that gives as a result the weighted Vandermonde matrix, a matrix given by the product of a Vandermonde with a non-singular diagonal matrix. The rank analogue of the weighted Vandermonde matrix is given by the $\theta$-Moore matrix. Such a matrix is the canonical generator matrix of a $\theta$-Gabidulin code, obtained via the evaluation of the canonical basis $\left\{x, x^{\theta}, x^{\theta^{2}}, \ldots, x^{\theta^{k-1}}\right\}$. As already explained in Section 1.4 . there is another important generator matrix of GRS codes that is well-known in the literature. In 1985 Roth and Seroussi gave a characterization of the generator matrix in standard form for these codes ( $[98]$ ), showing that GRS codes are in correspondence with generalized Cauchy matrices (see also [33]). Explicitly, the generator matrix in standard form of a GRS code is given by $\left(I_{k} \mid X\right)$, where $I_{k}$ is the $k \times k$ identity matrix, and $X$ is a generalized Cauchy matrix. On the other hand, every matrix $\left(I_{k} \mid X\right)$, where $X$ is a generalized Cauchy matrix, generates a GRS code.

In this chapter, we first introduce the family of Gabidulin codes, recalling definitions, properties and some known results. Furthermore, we give a characterization of the generator matrix in standard form of Gabidulin codes. As a consequence, this also allows us to define a rank analogue of generalized Cauchy matrices, whose definition coincides with the $q$-analogue of generalized Cauchy matrices. This result is obtained making a wide use of properties of finite fields, in particular the trace map, and of some new results appeared very recently [51, 81]. In addition
to the theoretical result that almost completes the picture of the analogies between GRS and Gabidulin codes, this has also a useful impact from a practical point of view. Using the structure of the rank analogue of a generalized Cauchy matrix, we derive a subfamily of Gabidulin codes whose generator matrix is made by an identity block and a Toeplitz/Hankel block. This new family of codes seems to be suitable for fast algorithms for erasure correction and syndrome decoding as well as for encoding. It is well-known, indeed, that the matrix-vector multiplication with a Toeplitz/Hankel matrix can be performed in a fast way. Moreover, from the characterization obtained, we also derive a new criterion to determine whether a given code is a Gabidulin code. This new criterion is faster to compute than any other previously known. Indeed, for a given rank metric code of dimension $k$ and length $n$ over a finite field $\mathbb{F}_{q^{m}}$, it only requires $\mathcal{O}\left(k^{2} n m\right)$ field operations.

The results contained in this chapter are taken from the paper [79] by Neri.
Notation: Given a matrix (resp. a vector) $A \in \mathbb{F}_{q^{m}}^{k \times n}$ and $\theta \in \operatorname{Gal}\left(\mathbb{F}_{q^{m}} / \mathbb{F}_{q}\right)$, we denote by $\theta(A)$ the matrix obtained by applying $\theta$ to every entry of the matrix (resp. the vector) $A$. Analogously, given a code $C \subseteq \mathbb{F}_{q^{m}}^{n}$, we define

$$
\theta(C):=\{\theta(c) \mid c \in C\} .
$$

Moreover we consider the map $\Psi_{\theta}$ defined as

$$
\begin{aligned}
\Psi_{\theta}: \mathbb{F}_{q^{m}}^{k \times(n-k)} & \longrightarrow \mathbb{F}_{q^{m}}^{k \times(n-k)} \\
X & \longmapsto \theta(X)-X .
\end{aligned}
$$

Observe that $\Psi_{\theta}$ is the function that maps every entry $x_{i, j}$ of the matrix $X$ to $\psi_{\theta}\left(x_{i, j}\right)$.

### 4.1 Definition and Properties

As we did for the previous chapters, let $q$ be a prime power and $k, n, m$ be positive integers. Suppose we are looking for $[n, k]_{q^{m}}$ MRD codes. It can be easily shown that a necessary condition for the existence of MRD codes is $n \leq m$. Furthermore, the condition $n \leq m$ is also sufficient. MRD vector codes (and therefore MRD matrix codes) exist for every set of parameters. The first construction was found by Delsarte [30] and independently by Gabidulin [36] and Roth [96]. It was then generalized in 61].

Definition 4.1. Let $\theta$ be a generator of $G=\operatorname{Gal}\left(\mathbb{F}_{q^{m}} / \mathbb{F}_{q}\right)$. We denote by $\mathcal{G}_{k, \theta}$ the $\mathbb{F}_{q^{m}}$-subspace of the group algebra $\mathbb{F}_{q^{m}}[\theta]=\mathbb{F}_{q^{m}}[G]$ generated by the first $k$ powers of $\theta$, that is

$$
\mathcal{G}_{k, \theta}:=\left\{f_{0} \mathrm{id}+f_{1} \theta+\ldots+f_{k-1} \theta^{k-1} \mid f_{i} \in \mathbb{F}_{q^{m}}\right\} .
$$

In the language of $\theta$-polynomials, the set $\mathcal{G}_{k, \theta}$ corresponds to the set

$$
\mathcal{L}_{k, \theta}:=\left\{f_{0} x+f_{1} x^{\theta}+\ldots+f_{k-1} x^{\theta^{k-1}} \mid f_{i} \in \mathbb{F}_{q^{m}}\right\} .
$$

Definition 4.2. Let $g=\left(g_{1}, \ldots, g_{n}\right) \in \mathbb{F}_{q^{m}}^{n}$ be a vector such that $\mathrm{rk}_{q}(g)=n$. Let moreover $1 \leq k \leq n \leq m$. The $\theta$-Gabidulin code $\mathcal{G}_{k, \theta}(g)$ is defined as

$$
\mathcal{G}_{k, \theta}(g):=\left\{\left(f\left(g_{1}\right), \ldots, f\left(g_{n}\right)\right) \mid f \in \mathcal{G}_{k, \theta}\right\} .
$$

Remark 4.3. In the literature, it is often referred to Gabidulin codes to denote $\bar{\theta}$-Gabidulin codes, where $\bar{\theta}$ is the $q$-Frobenius automorphism, i.e. the map that sends any $\alpha \in \mathbb{F}_{q^{m}}$ to its $q$-th power $\alpha^{q}$. Gabidulin codes with this special automorphism $\bar{\theta}$ were the ones first introduced and studied in [30, 36, 96]. The general case with any $\theta$ generator of $\operatorname{Gal}\left(\mathbb{F}_{q^{m}} / \mathbb{F}_{q}\right)$ was later studied by Kshevetskiy and Gabidulin in [61, and these codes are known as generalized Gabidulin codes. However, in the whole dissertation, we will never distinguish between the two constructions, since there is nothing really special with $\bar{\theta}$-Gabidulin codes.

Theorem 4.4. [30, 36] Let $g \in \mathbb{F}_{q^{m}}^{n}$ be a vector such that $\mathrm{rk}_{q}(g)=n$. The minimum rank distance of the $\theta$-Gabidulin code $\mathcal{G}_{k, \theta}(g)$ is $d=n-k+1$, i.e. $\mathcal{G}_{k, \theta}(g)$ is an MRD code.

The following result gives an explicit expression for the dual of a $\theta$-Gabidulin code, which is in turn a $\theta$-Gabidulin code.

Proposition 4.5. [36, Sections 2 and 4][61, Subsection IV.C] Let $g \in \mathbb{F}_{q^{m}}^{n}$ be a vector such that $\mathrm{rk}_{q}(g)=n$ and $C=\mathcal{G}_{k, \theta}(g)$ be a $\theta$-Gabidulin code. Then $C^{\perp}=\mathcal{G}_{n-k, \theta}(h)$ where $h$ is any non-zero vector in the code $\mathcal{G}_{n-1, \theta}\left(\theta^{-(n-k-1)}(g)\right)^{\perp}$. Moreover, $\mathrm{rk}_{q}(h)=n$.

In the following, $\operatorname{Gr}\left(k, \mathbb{F}_{q^{m}}^{n}\right)$ denotes the $k$-dimensional Grassmannian of $\mathbb{F}_{q^{m}}^{n}$, that is the set of all the $k$-dimensional $\mathbb{F}_{q^{m}}$-subspaces of $\mathbb{F}_{q^{m}}^{n}$. Moreover, let $\operatorname{Gab}_{q}(k, n, m, \theta)$ be the set of all $[n, k]_{q^{m}} \theta$-Gabidulin codes, i.e.

$$
\operatorname{Gab}_{q}(k, n, m, \theta):=\left\{\mathcal{U} \in \operatorname{Gr}\left(k, \mathbb{F}_{q^{m}}^{n}\right) \mid \mathcal{U}=\mathcal{G}_{k, \theta}(g) \text { for some } g \in \mathbb{F}_{q^{m}}^{n} \text { with } \mathrm{rk}_{q}(g)=n\right\} .
$$

One can also find the exact number of $\theta$-Gabidulin codes for a given $\theta$. In [8, Berger provided the following result.

Theorem 4.6. [8, Theorem 2] Let $u, v \in \mathbb{F}_{q^{m}}^{n}$ be two vectors such that $\operatorname{rk}_{q}(u)=\operatorname{rk}_{q}(v)=n$. Then, for any $\theta$ generator of $\operatorname{Gal}\left(\mathbb{F}_{q^{m}} / \mathbb{F}_{q}\right), \mathcal{G}_{k, \theta}(u)=\mathcal{G}_{k, \theta}(v)$ if and only if $u=\lambda v$ for some $\lambda \in \mathbb{F}_{q^{m}}^{*}$.

Corollary 4.7. Let $k, n, m$ be integers such that $2 \leq k \leq n-2$ and $n \leq m$, and let $\theta$ be a
generator of $\operatorname{Gal}\left(\mathbb{F}_{q^{m}} / \mathbb{F}_{q}\right)$. Then,

$$
\left|\operatorname{Gab}_{q}(k, n, m, \theta)\right|=\prod_{i=1}^{n-1}\left(q^{m}-q^{i}\right)
$$

In general a $\theta$-Gabidulin code $C$ can be also a $\sigma$-Gabidulin code for another generator $\sigma$ of $\operatorname{Gal}\left(\mathbb{F}_{q^{m}} / \mathbb{F}_{q}\right)$. We will prove in Theorem 7.28 that this can not happen for many $\sigma$ 's. However, it is straightforward to see that a $\theta$-Gabidulin code is always also a $\theta^{-1}$-Gabidulin code.

Proposition 4.8. Let $\theta$ be a generator of the Galois group $\operatorname{Gal}\left(\mathbb{F}_{q^{m}} / \mathbb{F}_{q}\right)$ and $g \in \mathbb{F}_{q^{m}}^{n}$ such that $\operatorname{rk}_{q}(g)$. Then $\mathcal{G}_{k, \theta}(g)=\mathcal{G}_{k, \theta^{-1}}\left(\theta^{k-1}(g)\right)$.

Proposition 4.8, together with Corollary 4.7, provides an upper bound on the total number of Gabidulin codes. A lower bound on this number will be provided in Chapter 7 . Let $F=\{\theta \in$ $\operatorname{Gal}\left(\mathbb{F}_{q^{m}} / \mathbb{F}_{q}\right) \mid \theta$ is a generator of $\left.\operatorname{Gal}\left(\mathbb{F}_{q^{m}} / \mathbb{F}_{q}\right)\right\}$, and

$$
\begin{aligned}
\operatorname{Gab}_{q}(k, n, m): & =\left\{\mathcal{U} \in \operatorname{Gr}\left(k, \mathbb{F}_{q^{m}}^{n}\right) \mid \mathcal{U} \text { is a } \theta \text {-Gabidulin code for some } \theta \in F\right\} \\
& =\bigcup_{\theta \in F} \operatorname{Gab}_{q}(k, n, m, \theta)
\end{aligned}
$$

Corollary 4.9. Let $k, n, m$ be integers such that $2 \leq k \leq n-2$ and $n \leq m$. Then,

$$
\left|\operatorname{Gab}_{q}(k, n, m)\right| \leq \frac{\phi(m)}{2} \prod_{i=1}^{n-1}\left(q^{m}-q^{i}\right)
$$

Proof. It directly follows from Corollary 4.7 and Proposition 4.8.
However, one can expect that some of those Gabidulin codes will be equivalent to each other. Then the natural question is "how many inequivalent Gabidulin codes do exist?". Recently, Schmidt and Zhou provided a lower bound on this number.

Theorem 4.10. [101, Theorem 1.2] For any $k, n, m$ integers such that $1 \leq k \leq n-1$ and $2 \leq n \leq m-2$, the number of inequivalent Gabidulin codes of dimension $k$ in $\mathbb{F}_{q^{m}}^{n}$ is at least

$$
\frac{1}{m}\left[\begin{array}{l}
m \\
n
\end{array}\right]_{q} \frac{q-1}{q^{m}-1}
$$

### 4.2 Canonical Generator Matrix

The most used generator matrix of a $\theta$-Gabidulin code $\mathcal{G}_{k, \theta}(g)$ is given by the $\theta$-Moore matrix $M_{s, \theta}(g)$. This generator matrix is said to be canonical or monomial, since it is obtained by evaluating the basis $\left\{\operatorname{id}, \theta, \ldots, \theta^{k-1}\right\}$ of $\mathcal{G}_{k, \theta}$ in the points $g_{1}, \ldots, g_{n}$. In terms of $\theta$-polynomials, the $\theta$-Moore matrix is obtained by evaluating in $g$ the monomial basis $\left\{x, x^{\theta}, \ldots, x^{\theta^{k-1}}\right\}$ of $\mathcal{L}_{k, \theta}$.

Definition 4.11. Let $v \in \mathbb{F}_{q^{m}}^{n}$ and $\theta$ be a generator of $\operatorname{Gal}\left(\mathbb{F}_{q^{m}} / \mathbb{F}_{q}\right)$. The $\theta$-Moore matrix of order $k$ in $g$ is the matrix defined by

$$
M_{k, \theta}(v):=\left(\theta^{i-1}\left(v_{j}\right)\right)_{i, j} \in \mathbb{F}_{q^{m}}^{k \times n}
$$

Now, if one picks the $q$-Frobenius automorphism $\bar{\theta}$, which maps every $\alpha$ to its $q$-th power $\alpha^{q}$, the $\bar{\theta}$-Moore matrix will be of the form

$$
M_{k, \bar{\theta}}:=\left(g_{j}^{q^{i-1}}\right)_{i, j}
$$

that is how it is usually described in the literature. This particular matrix was deeply used in the theory of finite fields and normal bases. Already at the beginning of the 20th century, Dickson used the structure of Moore matrices for finding the modular invariants of the general linear group over a finite field [32] (Moore was actually Dickson's doctoral advisor, Ed.). For all these reasons, the $\theta$-Moore matrix is considered the $q$-analogue of a (weighted) Vandermonde matrix.

An important criterion for an $[n, k]_{q^{m}}$ code $C$ to be a $\theta$-Gabidulin code was given in [51], and it is based on the intersection of the code $C$ with $\theta(C)$, where $\theta$ is a generator of $\operatorname{Gal}\left(\mathbb{F}_{q^{m}} / \mathbb{F}_{q}\right)$.

Theorem 4.12. [51, Theorem 4.8] Let $0<k<n \leq m$ be integers, $C$ be an $[n, k]_{q^{m}} M R D$ code, and $\theta$ be a generator of $\operatorname{Gal}\left(\mathbb{F}_{q^{m}} / \mathbb{F}_{q}\right)$. Then, $C$ is a $\theta$-Gabidulin code if and only if

$$
\operatorname{dim}(C \cap \theta(C))=k-1
$$

Theorem 4.12 can be reformulated in the following way, based on the generator matrix in standard form of $C$.

Theorem 4.13 (Gabidulin criterion). [81, Lemma 19] Let $0<k<n \leq m$ be integers and let $X \in \mathbb{F}_{q^{m}}^{k \times(n-k)}$ such that $C_{X}$ is an $[n, k]_{q^{m}}$ MRD code. Then, $C_{X}$ is a Gabidulin code if and only if there exists $\theta$ generator of $\operatorname{Gal}\left(\mathbb{F}_{q^{m}} / \mathbb{F}_{q}\right)$, such that

$$
\operatorname{rk}\left(\Psi_{\theta}(X)\right)=1
$$

Proof. We know from Theorem 4.12 that an MRD code $C_{X}$ is a $\theta$-Gabidulin code if and only if
$\operatorname{dim}(C \cap \theta(C))=k-1$. We get

$$
\begin{aligned}
& \operatorname{dim}(C \cap \theta(C))=k-1 \\
\Longleftrightarrow & \operatorname{rk}\left(\begin{array}{c|l}
I_{k} & X \\
I_{k} & \theta(X)
\end{array}\right)=k+1 \\
\Longleftrightarrow & \operatorname{rk}\left(\right)=k+1 \\
\Longleftrightarrow & \operatorname{rk}\left(\Psi_{\theta}(X)\right)=1
\end{aligned}
$$

Theorem 4.13 will be one of the most important results on which this chapter is based. The criterion starts with the assumption that we already know that the code is MRD. However, in Section 4.3 we will derive a new criterion that does not have such assumption and it is definitely easier to verify.

As a consequence of Theorem 2.4, we have an interesting result, that will be useful in the next section.

Corollary 4.14. Let $X \in \mathbb{F}_{q^{m}}^{k \times(n-k)}$, and $\tilde{X}=X+B$ for some matrix $B \in \mathbb{F}_{q}^{k \times(n-k)}$. Let moreover $s$ be a positive integer coprime to $m$.

1. If the code $C_{X}$ is $M R D$, then also $C_{\tilde{X}}$ is MRD.
2. If the code $C_{X}$ is a $\theta$-Gabidulin code, then also $C_{\tilde{X}}$ is a $\theta$-Gabidulin code.

Proof. 1. Let $G=\left(I_{k} \mid X\right)$, be the generator matrix for $C_{X}$, and let $\widetilde{G}=\left(I_{k} \mid \tilde{X}\right)$ be the generator matrix for $C_{\tilde{X}}$. Then, $\widetilde{G}=G M$ where

$$
M=\left(\begin{array}{cc}
I_{k} & B \\
0 & I_{n-k}
\end{array}\right) \in \mathrm{GL}_{n}(q)
$$

By Lemma 2.4. $C_{\tilde{X}} \sim C_{X}$ is MRD.
2. By Theorem 4.4 the code $C_{X}$ is MRD, and so it is $C_{\tilde{X}}$ by part 1 of this Corollary. Moreover we have

$$
\Psi_{\theta}(\tilde{X})=\Psi_{\theta}(X+B)=\Psi_{\theta}(X)
$$

and we conclude using Theorem 4.13.

### 4.3 Standard Form of Gabidulin Codes

Similarly to the work of Roth and Seroussi for GRS codes [98], in this section we characterize the matrices $X \in \mathbb{F}_{q^{m}}^{k \times(n-k)}$ such that the code $C_{X}$ is a Gabidulin code, and we refer to this family of matrices as $\theta$-Cauchy matrices. In order to do that, we rely on Theorem 4.13 which tells that $\operatorname{rk}\left(\Psi_{\theta}(X)\right)=1$. Therefore, we start with a rank-one matrix $A$ and determine the conditions such that $A$ belongs to the image of the map $\Psi_{\theta}$. Finally, we impose that the resulting matrices $X$ with $\Psi_{\theta}(X)=A$, are such that the code $C_{X}$ is MRD and get the desired characterization.

Moreover, we also give an analogue of Theorem 1.38 for $\theta$-Gabidulin codes. This result represents a new criterion that allows to determine whether a given code in standard form is a Gabidulin code, which is faster than the one given in Theorem 4.13.

As in the whole work, we fix positive integers $0<k<n \leq m$. For every $\theta$ generator of $\operatorname{Gal}\left(\mathbb{F}_{q^{m}} / \mathbb{F}_{q}\right)$, we consider the following sets:

$$
\begin{aligned}
\mathbb{G}(\theta) & :=\left\{X \in \mathbb{F}_{q^{m}}^{k \times(n-k)} \mid C_{X} \in \operatorname{Gab}_{q}(k, n, m, \theta)\right\}, \\
\mathcal{R}_{1}^{*} & :=\left\{A \in\left(\mathbb{F}_{q^{m}}^{*}\right)^{k \times(n-k)} \mid \operatorname{rk}(A)=1\right\}, \\
\mathcal{K} & :=\left(\operatorname{ker}\left(\operatorname{Tr}_{\mathbb{F}_{q^{m}} / \mathbb{F}_{q}}\right)\right)^{k \times(n-k)}
\end{aligned}
$$

Throughout the rest of the chapter, given a set $\mathcal{T} \subseteq \mathbb{F}_{q^{m}}^{k \times(n-k)}$, we denote by $\Psi_{\theta}^{-1}(\mathcal{T})$ the preimage of the set $\mathcal{T}$, i.e.

$$
\Psi_{\theta}^{-1}(\mathcal{T})=\left\{A \in \mathbb{F}_{q^{m}}^{k \times(n-k)} \mid \Psi_{\theta}(A) \in \mathcal{T}\right\} .
$$

In the same way, for a set $\mathcal{S} \subseteq \mathbb{F}_{q^{m}}^{k \times(n-k)}, \Psi_{\theta}(\mathcal{S})$ denotes the set of images of the elements in $\mathcal{S}$ through $\Psi_{\theta}$, i.e.

$$
\Psi_{\theta}(\mathcal{S})=\left\{\Psi_{\theta}(A) \mid A \in \mathcal{S}\right\}
$$

Lemma 4.15. For every $\theta$ generator of $\operatorname{Gal}\left(\mathbb{F}_{q^{m}} / \mathbb{F}_{q}\right)$, the following properties hold.

1. $\Psi_{\theta}\left(\mathbb{F}_{q^{m}}^{k \times(n-k)}\right)=\mathcal{K}$.
2. Let $A \in \mathbb{F}_{q^{m}}^{k \times(n-k)}$. If $A \in \mathcal{K}$ and $X \in \Psi_{\theta}^{-1}(\{A\})$, then

$$
\Psi_{\theta}^{-1}(\{A\})=\left\{X+B \mid B \in \mathbb{F}_{q}^{k \times(n-k)}\right\} .
$$

In particular,

$$
\left|\Psi_{\theta}^{-1}(\{A\})\right|= \begin{cases}0 & \text { if } A \notin \mathcal{K} \\ q^{k(n-k)} & \text { if } A \in \mathcal{K}\end{cases}
$$

3. $\Psi_{\theta}(\mathbb{G}(\theta)) \subseteq \mathcal{R}_{1}^{*} \cap \mathcal{K}$, or, equivalently, $\mathbb{G}(\theta) \subseteq \Psi_{\theta}^{-1}\left(\mathcal{R}_{1}^{*} \cap \mathcal{K}\right)$.
4. Let $A \in \mathcal{R}_{1}^{*} \cap \mathcal{K}$ and $X \in \Psi_{\theta}^{-1}(\{A\})$. If $X \in \mathbb{G}(\theta)$ then the whole preimage of $\{A\}$ is contained in $\mathbb{G}(\theta)$, i.e.

$$
\Psi_{\theta}^{-1}(\{A\}) \subseteq \mathbb{G}(\theta)
$$

Proof. 1. Since $\Psi_{\theta}$ is the function that maps every entry $x_{i, j}$ of the matrix $X$ to $\psi_{\theta}\left(x_{i, j}\right)$, we have that $A \in \Psi_{\theta}\left(\mathbb{F}_{q^{m}}^{k \times(n-k)}\right)$ if and only if every entry $a_{i, j}$ of $A$ belongs to $\operatorname{Im}\left(\psi_{\theta}\right)$. By part 5 of Lemma 1.2 this is true if and only if every $a_{i, j}$ belongs to $\operatorname{ker}\left(\operatorname{Tr}_{\mathbb{F}_{q^{m}} / \mathbb{F}_{q}}\right)$.
2. If $A \notin \mathcal{K}$, then, by part 1 of this Lemma, this means that $\Psi_{\theta}^{-1}(A)=\emptyset$. Otherwise, again by part $1, \Psi_{\theta}^{-1}(A) \neq \emptyset$. In this case every entry $a_{i, j}$ belongs to $\operatorname{Im}\left(\psi_{\theta}\right)$, and by part 2 of Lemma 1.13 .

$$
\psi_{\theta}^{-1}\left(\left\{a_{i, j}\right\}\right)=\left\{x_{i, j}+\lambda \mid \lambda \in \mathbb{F}_{q}\right\}
$$

for some $x_{i, j} \in \mathbb{F}_{q^{m}}$. Since this holds for every entry, we get the desired result.
3. Let $X \in \mathbb{G}(\theta)$. By Theorem 4.13, $\Psi_{\theta}(X)$ has rank equal to 1. Moreover, by Lemma 3.10, all the entries of $\Psi_{\theta}(X)$ are in $\mathbb{F}_{q^{m}}^{*}$. Finally, by part 1 of this Lemma, we have $\Psi_{\theta}(X) \in \mathcal{K}$ and this concludes the proof.
4. It directly follows from part 2 of this Lemma and part 2 of Corollary 4.14 .

As a consequence of part 4 of Lemma 4.15. given a matrix $X \in \mathbb{F}_{q^{m}}^{k \times(n-k)}$, we have that the property of $C_{X}$ being Gabidulin only depends on the image $\Psi_{\theta}(X)$. It is now crucial to investigate the matrices that belong to the image of the map $\Psi_{\theta}$, and, by part 3 of Lemma 4.15 , in particular $\mathcal{R}_{1}^{*} \cap \mathcal{K}$.

By definition, every element in $\mathcal{R}_{1}^{*} \cap \mathcal{K}$ has rank one, and it is well-known that every rankone matrix can be written as the product of a non-zero column vector by a non-zero row vector. Moreover, for a fixed rank-one matrix over $\mathbb{F}_{q^{m}}$, there are exactly $q^{m}-1$ different parametrizations of this form.

The following result is straightforward and directly follows from the considerations above and the definitions of $\mathcal{R}_{1}^{*}$ and $\mathcal{K}$.

Lemma 4.16. The set $\mathcal{R}_{1}^{*} \cap \mathcal{K}$ can be written in the following way

$$
\begin{aligned}
\mathcal{R}_{1}^{*} \cap \mathcal{K} & =\left\{\alpha^{\top} \beta \mid \alpha \in \mathbb{F}_{q^{m}}^{k}, \beta \in \mathbb{F}_{q^{m}}^{n-k}, \alpha_{i} \beta_{j} \in \operatorname{ker}\left(\operatorname{Tr}_{\mathbb{F}_{q^{m} /} / \mathbb{F}_{q}}\right) \text { for all } i, j\right\} \\
& =\left\{\alpha^{\top} \beta \mid \alpha \in \mathbb{F}_{q^{m}}^{k}, \beta \in \mathbb{F}_{q^{m}}^{n-k}, \beta_{j} \in \operatorname{supp}_{q}(\alpha)^{\times} \text {for all } j\right\} \\
& =\left\{\alpha^{\top} \beta \mid \alpha \in \mathbb{F}_{q^{m}}^{k}, \beta \in \mathbb{F}_{q^{m}}^{n-k}, \operatorname{supp}_{q}(\beta) \subseteq \operatorname{supp}_{q}(\alpha)^{\times}\right\}
\end{aligned}
$$

Moreover, every element in $\mathcal{R}_{1}^{*} \cap \mathcal{K}$ has $q^{m}-1$ distinct representations of this form.

This result gives a convenient way to represent $\mathcal{R}_{1}^{*} \cap \mathcal{K}$ with the set

$$
V_{k, n}:=\left\{(\alpha, \beta) \in \mathbb{F}_{q^{m}}^{k} \times \mathbb{F}_{q^{m}}^{n-k} \mid \operatorname{supp}_{q}(\beta) \subseteq \operatorname{supp}_{q}(\alpha)^{\times}\right\}
$$

Notice that, since we have $q^{m}-1$ distinct representations for a matrix in $\mathcal{R}_{1}^{*} \cap \mathcal{K}$ and the entries are all non-zero, we can always choose the representation with $\beta_{1}=1$.

At this point, given $(\alpha, \beta) \in V_{k, n}$ and a matrix $X \in \Psi_{\theta}^{-1}\left(\left\{\alpha^{\top} \beta\right\}\right)$, we have, by Theorem 4.13 and by the definition of $\mathbb{G}(\theta)$, that $C_{X}$ is MRD if and only if $X \in \mathbb{G}(\theta)$, i.e. if and only if $C_{X}$ is a $\theta$-Gabidulin code.

Lemma 4.17. Let $(\alpha, \beta) \in V_{k, n}$, and let

$$
X \in \Psi_{\theta}^{-1}\left(\left\{\alpha^{\top} \beta\right\}\right) .
$$

1. If $\operatorname{rk}_{q}(\alpha)<k$, then $X \notin \mathbb{G}(\theta)$, i.e. $C_{X}$ is not MRD.
2. If $\mathrm{rk}_{q}(\beta)<n-k$, then $X \notin \mathbb{G}(\theta)$, i.e. $C_{X}$ is not $M R D$.

Proof. 1. The entries of the first column of $\alpha^{\top} \beta$ are $\alpha_{1} \beta_{1}, \ldots, \alpha_{k} \beta_{1}$, that are $\mathbb{F}_{q}$-linearly dependent by hypothesis. By Lemma 1.14 this means that the entries of the first column of $X$ together with the element 1 , are $\mathbb{F}_{q}$-linearly dependent. At this point we conclude by Lemma 3.10
2. The entries of the first row of $\alpha^{\top} \beta$ are $\alpha_{1} \beta_{1} \ldots, \alpha_{1} \beta_{n-k}$, that are $\mathbb{F}_{q}$-linearly dependent by hypothesis. Then we conclude again using Lemma 1.14 and Lemma 3.10.

Finally, we can state our desired result.
Theorem 4.18 (Standard form of Gabidulin codes). [79] Suppose $X \in \mathbb{F}_{q^{m}}^{k \times(n-k)}$ is a matrix such that $C_{X} \in \operatorname{Gab}_{q}(k, n, m, \theta)$. Then $X \in \Psi_{\theta}^{-1}\left(\left\{\alpha^{\top} \beta\right\}\right)$ for some $\alpha \in \mathbb{F}_{q^{m}}^{k}, \beta \in \mathbb{F}_{q^{m}}^{n-k}$ such that
(a) $\operatorname{rk}_{q}(\alpha)=k$,
(b) $\mathrm{rk}_{q}(\beta)=n-k$,
(c) $\operatorname{supp}_{q}(\beta) \subseteq \operatorname{supp}_{q}(\alpha)^{\times}$.

Moreover, if $\alpha \in \mathbb{F}_{q^{m}}^{k}, \beta \in \mathbb{F}_{q^{m}}^{n-k}$ satisfy properties (a), (b), (c) and $X \in \Psi_{\theta}^{-1}\left(\left\{\alpha^{\top} \beta\right\}\right)$, then $C_{X} \in \operatorname{Gab}_{q}(k, n, m, \theta)$.

Proof. Let $C_{X}$ be a Gabidulin code. We have that $\Psi_{\theta}(X)$ is of the form $\alpha^{\top} \beta$ for some $\alpha, \beta$ by part 3 of Lemma 4.15 and Lemma 4.16. Part (c) follows from the fact that if $C_{X}$ is a Gabidulin code, then all the entries of $\Psi_{\theta}(X)$ belong to $\operatorname{ker}\left(\operatorname{Tr}_{\mathbb{F}_{q^{m}} / \mathbb{F}_{q}}\right)$. Finally part (a) and (b) follow from Lemma 4.17.

On the other hand, we can count the number of matrices $X \in \Psi_{\theta}^{-1}\left(\left\{\alpha^{\top} \beta\right\}\right)$ for $\alpha \in \mathbb{F}_{q^{m}}^{k}, \beta \in$ $\mathbb{F}_{q^{m}}^{n-k}$ satisfying properties (a), (b), (c). For $\alpha$ we have $\prod_{i=0}^{k-1}\left(q^{m}-q^{i}\right)$ possible choices, while for $\beta$ we have $\prod_{i=0}^{n-k-1}\left(q^{m-k}-q^{i}\right)$ choices. Moreover, we need to divide by $q^{m}-1$ since, by Lemma 4.16, we have $q^{m}-1$ choices of $(\alpha, \beta)$ that give the same matrix $\alpha^{\top} \beta$. Since for every $\alpha^{\top} \beta \in \mathcal{R}_{1}^{*} \cap \mathcal{K}$ we have, by part 2 of Lemma 4.15, $q^{k(n-k)}$ many matrices in the preimage under the map $\Psi_{\theta}$, we finally obtain

$$
\begin{aligned}
\left|\Psi_{\theta}^{-1}\left(\mathcal{R}_{1}^{*} \cap \mathcal{K}\right)\right| & =\frac{q^{k(n-k)}}{q^{m}-1} \prod_{i=0}^{k-1}\left(q^{m}-q^{i}\right) \prod_{i=0}^{n-k-1}\left(q^{m-k}-q^{i}\right) \\
& =\prod_{i=1}^{k-1}\left(q^{m}-q^{i}\right) \prod_{i=0}^{n-k-1}\left(q^{m}-q^{i+k}\right) \\
& =\prod_{i=1}^{n-1}\left(q^{m}-q^{i}\right) .
\end{aligned}
$$

By Corollary 4.7, this number is equal to the number of distinct $\theta$-Gabidulin codes. Therefore, by a counting argument, it follows that conditions (a), (b), (c) are also sufficient.

Theorem4.18 gives a characterization of the generator matrix in standard form of a Gabidulin code. In [98], Roth and Seroussi showed that there is a one-to-one correspondence between generalized Reed-Solomon (GRS) codes and generalized Cauchy (GC) matrices. In that paper, it is shown that a code in the Hamming metric, whose generator matrix in standard form is $\left(I_{k} \mid X\right)$, is a GRS code if and only if $X$ is a GC matrix (see Theorem 1.37). Since Gabidulin codes are the analogue of GRS codes for the rank metric, it becomes natural to give the definition of a rank analogue of Cauchy matrices according to Theorem 4.18.

Let $\gamma \in \mathbb{F}_{q^{m}}$ such that $\operatorname{Tr}_{\mathbb{F}_{q^{m}} / \mathbb{F}_{q}}(\gamma) \neq 0$ and $\theta$ be a generator of $\operatorname{Gal}\left(\mathbb{F}_{q^{m}} / \mathbb{F}_{q}\right)$. We define the function $\pi_{\theta}$ as

$$
\begin{align*}
\pi_{\theta}: \mathbb{F}_{q^{m}} & \longrightarrow \mathbb{F}_{q^{m}} \\
\alpha & \longmapsto \frac{-1}{\operatorname{Tr}_{\mathbb{F}_{q^{m}} / \mathbb{F}_{q}}(\gamma)} \sum_{i=0}^{m-2}\left(\theta^{i+1}(\gamma) \sum_{j=0}^{i}\left(\theta^{j}(\alpha)\right)\right) . \tag{4.1}
\end{align*}
$$

Recall that, by Lemma 1.13, for $\alpha \in \operatorname{ker}\left(\operatorname{Tr}_{\mathbb{T}_{q^{m}} / \mathbb{F}_{q}}\right), \pi_{\theta}(\alpha)$ gives one of the elements in the preimage of $\alpha$ under $\psi_{\theta}$, i.e. $\psi_{\theta}\left(\pi_{\theta}(\alpha)\right)=\alpha$ and $\pi_{\theta}\left(\psi_{\theta}(\alpha)\right)=\alpha+\lambda$ for some $\lambda \in \mathbb{F}_{q}$. Moreover, every element in $\psi_{\theta}^{-1}(\{\alpha\})$ is of the form $\pi_{\theta}(\alpha)+\lambda$.

Definition 4.19. Let $\alpha \in \mathbb{F}_{q^{m}}^{t}, \beta \in \mathbb{F}_{q^{m}}^{r}$ such that
(A) $\operatorname{rk}_{q}(\alpha)=t$,
(B) $\mathrm{rk}_{q}(\beta)=r$,
(C) $\sup _{q}(\beta) \subseteq \sup _{q}(\alpha)^{\times}$.

Let moreover $\theta$ be a generator of $\operatorname{Gal}\left(\mathbb{F}_{q^{m}} / \mathbb{F}_{q}\right)$ and $B \in \mathbb{F}_{q}^{t \times r}$. $\mathrm{A} t \times r \theta$-Cauchy matrix $C_{\theta}(\alpha, \beta, B)$ is a matrix of the form

$$
C_{\theta}(\alpha, \beta, B)=\left(\begin{array}{cccc}
\pi_{\theta}\left(\alpha_{1} \beta_{1}\right) & \pi_{\theta}\left(\alpha_{1} \beta_{2}\right) & \cdots & \pi_{\theta}\left(\alpha_{1} \beta_{r}\right) \\
\pi_{\theta}\left(\alpha_{2} \beta_{1}\right) & \pi_{\theta}\left(\alpha_{2} \beta_{2}\right) & \cdots & \pi_{\theta}\left(\alpha_{2} \beta_{r}\right) \\
\vdots & \vdots & & \vdots \\
\pi_{\theta}\left(\alpha_{t} \beta_{1}\right) & \pi_{\theta}\left(\alpha_{t} \beta_{2}\right) & \cdots & \pi_{\theta}\left(\alpha_{t} \beta_{r}\right)
\end{array}\right)+B
$$

Remark 4.20. Definition 4.19 directly arises from the characterization of the generator matrix in standard form of a Gabidulin code. However, one can see that $\theta$-Cauchy matrices introduced in this work are the rank analogue of GC matrix. Indeed, conditions (A), (B) and (C) represent the $q$-analogues of conditions (a), (b) and (c) of Definition 1.36 .

With this definition, we can reformulate Theorem 4.18 in the following way, that puts emphasis on the correspondence between $\theta$-Gabidulin codes and $\theta$-Cauchy matrices.

Theorem 4.21. [79] Let $X \in \mathbb{F}_{q^{m}}^{k \times(n-k)}$ and let $\theta$ be a generator of $\operatorname{Gal}\left(\mathbb{F}_{q^{m}} / \mathbb{F}_{q}\right)$. The code $C_{X}$ is a $\theta$-Gabidulin code if and only if the matrix $X$ is a $\theta$-Cauchy matrix.

From Theorem 4.18 we have an immediate consequence, that relates $\theta$-Cauchy matrices with $\theta$-Moore matrices.

Corollary 4.22. Let $0<k<n \leq m$ be positive integers and $\theta$ be a generator of $\operatorname{Gal}\left(\mathbb{F}_{q^{m}} / \mathbb{F}_{q}\right)$. Let $g=\left(g_{1}, \ldots, g_{n}\right) \in \mathbb{F}_{q^{m}}^{n}$ be a vector such that $\mathrm{rk}_{q}(g)=n$. Then the matrix

$$
M_{k, \theta}\left(g_{1}, \ldots, g_{k}\right)^{-1} M_{k, \theta}\left(g_{k+1}, \ldots, g_{n}\right)
$$

is a $k \times(n-k) \theta$-Cauchy matrix.
Moreover, if $R$ is a $t \times r \theta$-Cauchy matrix, then there exists $g=\left(g_{1}, \ldots, g_{t+r}\right) \in \mathbb{F}_{q^{m}}^{t+r}$ with $\mathrm{rk}_{q}(g)=t+r$ such that

$$
R=M_{t, \theta}\left(g_{1}, \ldots, g_{t}\right)^{-1} M_{t, \theta}\left(g_{t+1}, \ldots, g_{t+r}\right)
$$

Now, we want to determine the basis of the linearized polynomial space $\mathcal{L}_{k, \theta}$ that corresponds to the generator matrix in standard form. In order to do that, we introduce the following notion.

Definition 4.23. Let $h=\left(h_{1}, \ldots, h_{\ell}\right) \in \mathbb{F}_{q^{m}}^{\ell}$ be a vector such that $\mathrm{rk}_{q}(h)=\ell$, and let $\theta$ be a generator of $\operatorname{Gal}\left(\mathbb{F}_{q^{m}} / \mathbb{F}_{q}\right)$. We define the associated polynomial $p_{h, \theta}$ to $h$ as

$$
p_{h, \theta}(x)=\operatorname{det}\left(M_{\ell+1, \theta}\left(h_{1}, \ldots, h_{\ell}, x\right)\right) .
$$

Obviously $p_{h, \theta}(x)$ is a linearized $\theta$-polynomial and in particular it belongs to $\mathcal{L}_{\ell+1, \theta}$. Observe that, by the properties of $\theta$-Moore matrices, it can be deduced that the set of roots of $p_{h, \theta}(x)$ in $\mathbb{F}_{q^{m}}$ is equal to the $\mathbb{F}_{q^{-}}$-subspace $\operatorname{supp}_{q}(h)$. Moreover, if $h, h^{\prime} \in \mathbb{F}_{q^{m}}^{\ell}$ are two vectors such that $\mathrm{rk}_{q}(h)=\mathrm{rk}_{q}\left(h^{\prime}\right)=\ell \operatorname{and} \operatorname{supp}_{q}(h)=\operatorname{supp}_{q}\left(h^{\prime}\right)$, then

$$
p_{h, \theta}(x)=\operatorname{det}(E) p_{h^{\prime}, \theta}(x),
$$

where $E \in \mathbb{F}_{q}^{\ell \times \ell}$ is the change-of-basis matrix from $\left\{h_{1}^{\prime}, \ldots, h_{\ell}^{\prime}\right\}$ to $\left\{h_{1}, \ldots, h_{\ell}\right\}$. (see [68, Chapter 3, Section 4] for more details).

Remark 4.24. Let $C=\mathcal{G}_{k, \theta}(g)$ be a $\theta$-Gabidulin code. Consider the vectors

$$
g^{(i)}:=\left(g_{1}, \ldots, g_{i-1}, g_{i+1}, \ldots, g_{k}\right) \in \mathbb{F}_{q^{m}}^{k-1} \quad \text { for } i=1, \ldots, k
$$

and define the $\theta$-polynomials

$$
f_{i}(x):=p_{g^{(i), \theta}}\left(g_{i}\right)^{-1} p_{g^{(i)}, \theta}(x) \quad \text { for } i=1, \ldots, k
$$

It follows from the definition that for every $i, j \in\{1, \ldots, k\}$, we have $f_{i}(x) \in \mathcal{L}_{k, \theta}$ and

$$
f_{i}\left(g_{j}\right)=\delta_{i, j}= \begin{cases}1 & \text { if } i=j \\ 0 & \text { if } i \neq j\end{cases}
$$

Therefore the generator matrix in standard form for the $\theta$-Gabidulin code $C$ is obtained evaluating the basis $\left\{f_{1}(x), \ldots, f_{k}(x)\right\}$ of $\mathcal{L}_{k, \theta}$ in the points $g_{1}, \ldots, g_{n}$.

### 4.3.1 A New Criterion for Gabidulin Codes

The next result represents the analogue of Theorem 1.38 for the rank metric, and its proof follows directly from Theorem 4.18.

Theorem 4.25 (New Gabidulin Criterion I). [79] Let $X=\left(x_{i, j}\right)_{i, j} \in \mathbb{F}_{q^{m}}^{k \times(n-k)}$ and $\theta$ be a generator of $\operatorname{Gal}\left(\mathbb{F}_{q^{m}} / \mathbb{F}_{q}\right)$. Then, $C_{X} \in \operatorname{Gab}_{q}(k, n, m, \theta)$ if and only if
(i) the first row of $\Psi_{\theta}(X)$ has $q-r a n k n-k$,
(ii) the first column of $\Psi_{\theta}(X)$ has $q$-rank $k$,
(iii) $\operatorname{rk}\left(\Psi_{\theta}(X)\right)=1$.

This theorem can be reformulated also in the following way.
Theorem 4.26 (New Gabidulin Criterion II). [79] Let $X=\left(x_{i, j}\right)_{i, j} \in \mathbb{F}_{q^{m}}^{k \times(n-k)}$ and $\theta$ be $a$ generator of $\operatorname{Gal}\left(\mathbb{F}_{q^{m}} / \mathbb{F}_{q}\right)$. Then, $C_{X} \in \operatorname{Gab}_{q}(k, n, m, \theta)$ if and only if
$\left(i^{\prime}\right) \operatorname{rk}_{q}\left(1, x_{1,1}, \ldots, x_{1, n-k}\right)=n-k+1$,
(ii') $\operatorname{rk}_{q}\left(1, x_{1,1}, \ldots, x_{k, 1}\right)=k+1$,
(iii) $\operatorname{rk}\left(\Psi_{\theta}(X)\right)=1$.

Proof. By Lemma 1.14 we have that conditions (i') and (ii') are equivalent to conditions (i) and (ii). This means that the statement is equivalent to Theorem 4.25 .

In addition to representing a natural analogue of Theorem 1.38 for the rank metric framework, Theorem 4.25 also gives a new criterion to recognize whether a given code in standard form is a Gabidulin code. Observe that, contrary to Theorem 4.13, which gives a criterion subject to a previous verification that the code is MRD, this result is independent on this assumption, and it could be verified more easily. Indeed, according to Proposition 3.8, checking whether a code is MRD requires the computation of $\left[\begin{array}{l}n \\ k\end{array}\right]_{q}=\mathcal{O}\left(q^{k(n-k)}\right)$ matrix products and ranks, while this new criterion only requires to check the linear independence of two sets of elements and the computation of the rank of one matrix.

More generally, suppose we have an $[n, k]_{q^{m}}$ code $C$ given by one of its generator matrices $G \in \mathbb{F}_{q^{m}}^{k \times n}$, and a generator $\theta$ of $\operatorname{Gal}\left(\mathbb{F}_{q^{m}} / \mathbb{F}_{q}\right)$. We can check whether $C$ is a $\theta$-Gabidulin code with the following algorithm. First we compute the reduced row echelon form of $G$. If it is not of the form $\left(I_{k} \mid X\right)$, then by Lemma 3.10, $C$ is not MRD and hence it is not a $\theta$-Gabidulin code for any $\theta$. Hence, suppose we get a matrix of the form $\left(I_{k} \mid X\right)$. We can use Theorem 4.25, computing the matrix $\Psi_{\theta}(X)$ and its rank, and then computing the $q$-ranks of the first row and of the first column. It is easy to see that the computational cost of this algorithm is given by the cost of computing the reduced row echelon form of $G$, that can be done via Gaussian elimination. Therefore, we have just provided a procedure that verifies if a given code is a Gabidulin code with $\mathcal{O}\left(k^{2} n m\right)$ operations over $\mathbb{F}_{q^{m}}$, where the factor $m$ arises because we have to check it for all the $\phi(m)$ generators of $\operatorname{Gal}\left(\mathbb{F}_{q^{m}} / \mathbb{F}_{q}\right)$. This cost can also be improved if one uses faster algorithms for computing the reduced row echelon form of a matrix.

Example 4.27. Let $q=3, k=3$ and $n=m=6$. Consider the finite field $\mathbb{F}_{3^{6}}=\mathbb{F}_{3}(a)$, where $a$ is a primitive element that satisfies the relation $a^{6}+2 a^{4}+a^{2}+2 a+2=0$. Consider the $\mathbb{F}_{36}$-linear code $C \subseteq \mathbb{F}_{3^{6}}^{6}$ with generator matrix

$$
G=\left(\begin{array}{cccccc}
a^{2} & a^{54} & a^{591} & a^{277} & a^{160} & a^{634} \\
a^{67} & a^{701} & a^{443} & a^{45} & a^{486} & a^{209} \\
a^{320} & a^{199} & a^{650} & a^{361} & a^{701} & a^{562}
\end{array}\right) .
$$

We put $G$ in reduced row echelon form, and obtain the matrix $\left(I_{3} \mid X\right)$ with

$$
\begin{gathered}
X=\left(\begin{array}{ccc}
a^{180} & a^{373} & a^{714} \\
a^{14} & a^{588} & a^{561} \\
a^{370} & a^{702} & a^{442}
\end{array}\right) . \\
\Psi_{\bar{\theta}}(X)=\left(\begin{array}{ccc}
a^{72} & a^{226} & a^{406} \\
a^{98} & a^{252} & a^{432} \\
a^{144} & a^{298} & a^{478}
\end{array}\right),
\end{gathered}
$$

where $\bar{\theta}$ is the 3 -Frobenius automorphism. We can observe that this matrix has rank one Moreover, the elements of the first row of $\Psi_{\bar{\theta}}(X)$ are linearly independent over $\mathbb{F}_{3}$ and the same holds for the elements of the first column. Thus, by Theorem 4.25, $C$ is a $\bar{\theta}$-Gabidulin code.

### 4.3.2 Recovering the Parameters of the Code from the $\theta$-Cauchy Matrix

In order to complete the picture of the correspondence between Gabidulin codes and $\theta$-Cauchy matrices, we need to find the relations between the points $g_{1}, \ldots, g_{n}$ in which the set $\mathcal{L}_{k, \theta}$ (or, equivalently, $\left.\mathcal{G}_{k, \theta}\right)$ is evaluated, and the vectors $\alpha \in \mathbb{F}_{q^{m}}^{k}, \beta \in \mathbb{F}_{q^{m}}^{n-k}$ and matrix $B \in \mathbb{F}_{q}^{k \times(n-k)}$ that define the corresponding $\theta$-Cauchy matrix. Observe that, by Lemma 4.16 and Theorem 4.6, we can always suppose $\beta_{1}=g_{1}=1$. In the rest of this subsection we will always use this assumption.

As a preliminary result, we prove that knowing the entries of a $\theta$-Cauchy matrix is equivalent to knowing its defining parameters $\alpha, \beta$ and $B$. If one knows the latter, then it is trivial that the entries of the $\theta$-Cauchy matrix can be easily computed. For the other way around we have the following result.
Proposition 4.28. Let $X \in \mathbb{F}_{q^{m}}^{t \times r}$ be a $\theta$-Cauchy matrix. Then it is possible to recover the parameters $\alpha \in \mathbb{F}_{q^{m}}^{t}, \beta \in \mathbb{F}_{q^{m}}^{r}$ and $B \in \mathbb{F}_{q}^{t \times r}$ from the entries of $X$.
Proof. It follows from the definition of $\pi_{\theta}$ and from Lemma 1.13 that $\psi_{\theta}\left(x_{i, 1}\right)=\alpha_{i}$ (since $\beta_{1}=1$ ), and $\psi_{\theta}\left(x_{i, j}\right)=\alpha_{i} \beta_{j}$ for $j=2, \ldots, r$. From that, we can recover $\alpha$ and $\beta$. Finally, the matrix $B$ can be easily obtained, since

$$
B=X-\left(\begin{array}{cccc}
\pi_{\theta}\left(\alpha_{1} \beta_{1}\right) & \pi_{\theta}\left(\alpha_{1} \beta_{2}\right) & \cdots & \pi_{\theta}\left(\alpha_{1} \beta_{r}\right) \\
\pi_{\theta}\left(\alpha_{2} \beta_{1}\right) & \pi_{\theta}\left(\alpha_{2} \beta_{2}\right) & \cdots & \pi_{\theta}\left(\alpha_{2} \beta_{r}\right) \\
\vdots & \vdots & & \vdots \\
\pi_{\theta}\left(\alpha_{t} \beta_{1}\right) & \pi_{\theta}\left(\alpha_{t} \beta_{2}\right) & \cdots & \pi_{\theta}\left(\alpha_{t} \beta_{r}\right)
\end{array}\right) .
$$

Suppose we have a $\theta$-Gabidulin code $C=\mathcal{G}_{k, \theta}(g)$. Then we can efficiently obtain the corresponding $\theta$-Cauchy matrix by computing the reduced row echelon form of the $\theta$-Moore matrix
$M_{k, \theta}(g)$. The cost of this reduction is $\mathcal{O}\left(k^{2} n\right)$ field operations over the finite field $\mathbb{F}_{q^{m}}$. If we want a more explicit way to do it (but less efficient), then we can compute the basis $\left\{f_{1}(x), \ldots, f_{k}(x)\right\}$ of $\mathcal{L}_{k, \theta}$ as described in Remark 4.24, and evaluate it in the points $g_{1}, \ldots, g_{n}$. In order to recover the parameters $\alpha \in \mathbb{F}_{q^{m}}^{k}, \beta \in \mathbb{F}_{q^{m}}^{n-k}$ and $B \in \mathbb{F}_{q}^{k \times(n-k)}$, one can use Proposition 4.28,

On the other hand, we have that the two sets of parameters that we want to put in relation are connected by Corollary 4.22 as follows:

$$
M_{k, \theta}\left(g_{1}, \ldots, g_{k}\right) C_{\theta}(\alpha, \beta, B)=M_{k, \theta}\left(g_{k+1}, \ldots, g_{n}\right)
$$

From this matrix equation we can deduce how to get the $g_{i}$ 's from $\alpha, \beta$ and $B$. Since $\beta_{1}=1$, from the first column of the matrix product we get

$$
\begin{equation*}
\sum_{j=1}^{k} g_{j}\left(\pi_{\theta}\left(\alpha_{j}\right)+b_{j, 1}\right)=g_{k+1} \tag{4.2}
\end{equation*}
$$

and, in general, for $\ell=0, \ldots, k-1$,

$$
\begin{equation*}
\sum_{j=1}^{k} \theta^{\ell}\left(g_{j}\right)\left(\pi_{\theta}\left(\alpha_{j}\right)+b_{j, 1}\right)=\theta^{\ell}\left(g_{k+1}\right) \tag{4.3}
\end{equation*}
$$

If we apply $\theta$ to equation (4.3) for $\ell-1$ and we subtract (4.3) to it, we get the set of equations

$$
\begin{align*}
0 & =\sum_{j=1}^{k} \theta^{\ell}\left(g_{j}\right)\left(\theta\left(\pi_{\theta}\left(\alpha_{j}\right)+b_{j, 1}\right)-\left(\pi_{\theta}\left(\alpha_{j}\right)+b_{j, 1}\right)\right) \\
& =\sum_{j=1}^{k} \theta^{\ell}\left(g_{j}\right) \alpha_{j}, \tag{4.4}
\end{align*}
$$

for every $\ell=1, \ldots, k-1$, where the last identity follows from part 2 of Lemma 1.13 .
We can repeat this process with any other column of the matrix product, and we get, for $i=2, \ldots, n-k$,

$$
\begin{equation*}
\sum_{j=1}^{k} g_{j}\left(\pi_{\theta}\left(\alpha_{j} \beta_{i}\right)+b_{j, i}\right)=g_{k+i} \tag{4.5}
\end{equation*}
$$

and

$$
0=\sum_{j=1}^{k} \theta^{\ell}\left(g_{j}\right) \alpha_{j} \beta_{i} .
$$

However, this set of equations is the same as (4.4), therefore we do not consider it. Now, we can show that equations (4.2), 4.4) and 4.5) are exactly what we need for our purpose.

By Proposition 4.28, we can recover the vectors $\alpha$ and $\beta$ and the matrix $B$ from $X$. Moreover,
applying $\theta^{-\ell}$ to every equation in 4.4, we get a linear system

$$
\left(\begin{array}{cccc}
\theta^{-1}\left(\alpha_{2}\right) & \theta^{-1}\left(\alpha_{3}\right) & \cdots & \theta^{-1}\left(\alpha_{k}\right)  \tag{4.6}\\
\theta^{-2}\left(\alpha_{2}\right) & \theta^{-2}\left(\alpha_{3}\right) & \cdots & \theta^{-2}\left(\alpha_{k}\right) \\
\vdots & \vdots & & \vdots \\
\theta^{-k+1}\left(\alpha_{2}\right) & \theta^{-k+1}\left(\alpha_{3}\right) & \cdots & \theta^{-k+1}\left(\alpha_{k}\right)
\end{array}\right)\left(\begin{array}{c}
g_{2} \\
\vdots \\
g_{k}
\end{array}\right)=-\left(\begin{array}{c}
\theta^{-1}\left(\alpha_{1}\right) \\
\theta^{-2}\left(\alpha_{1}\right) \\
\vdots \\
\theta^{-k+1}\left(\alpha_{1}\right)
\end{array}\right)
$$

with $g_{2}, \ldots, g_{k}$ unknowns. The matrix defining the linear system (4.6) is a $(k-1) \times(k-1)$ matrix with coefficients in $\mathbb{F}_{q^{m}}$. In particular, this matrix is equal to the $\theta^{-1}$-Moore matrix $M_{k-1, \theta^{-1}}\left(\theta^{-1}\left(\alpha_{2}\right), \ldots, \theta^{-1}\left(\alpha_{k}\right)\right)$, and since $\alpha_{2}, \ldots, \alpha_{k}$ are $\mathbb{F}_{q^{-}}$linearly independent it has full rank. The unique solution of this linear system allows to compute $g_{2}, \ldots, g_{k}$, and for computing $g_{k+1}, \ldots, g_{n}$ one can use 4.2) and (4.5).

### 4.4 Gabidulin Codes in Hankel and Toeplitz Form

In this section we use the characterization of the generator matrix in standard form for a Gabidulin code given in Section 4.3 for the construction of particular subclasses of these codes. Indeed, we will prove that there exist Gabidulin codes $C_{X}$ such that $X$ is a Hankel matrix or a Toeplitz matrix.

For our purpose, we first need a technical result.
Lemma 4.29. Let $\gamma \in \mathbb{F}_{q^{m}}$ be a primitive element, i.e. such that $\mathbb{F}_{q^{m}}^{*}=\langle\gamma\rangle$. Then there exists $\ell \in \mathbb{N}$ such that

$$
\operatorname{Tr}_{\mathbb{F}_{q^{m}} / \mathbb{F}_{q}}\left(\gamma^{\ell}\right)=\operatorname{Tr}_{\mathbb{F}_{q^{m}} / \mathbb{F}_{q}}\left(\gamma^{\ell+1}\right)=\ldots=\operatorname{Tr}_{\mathbb{F}_{q^{m}} / \mathbb{F}_{q}}\left(\gamma^{\ell+m-2}\right)=0 .
$$

Proof. Since $\gamma$ is a primitive element, then $\mathbb{F}_{q^{m}}=\mathbb{F}_{q}(\gamma)$ and $1, \gamma, \gamma^{2}, \ldots, \gamma^{m-1}$ is an $\mathbb{F}_{q^{-}}$-basis of $\mathbb{F}_{q^{m}}$. Consider the $\mathbb{F}_{q^{-}}$-linear map $L \in \operatorname{Hom}_{\mathbb{F}_{q}}\left(\mathbb{F}_{q^{m}}, \mathbb{F}_{q}\right)$ defined as

$$
L\left(\gamma^{i}\right)= \begin{cases}0 & \text { for } 0 \leq i \leq m-2 \\ 1 & \text { for } i=m-1\end{cases}
$$

$L$ is a non zero element in $\operatorname{Hom}_{\mathbb{F}_{q}}\left(\mathbb{F}_{q^{m}}, \mathbb{F}_{q}\right)$, and by Theorem 1.4, there exists $\beta \in \mathbb{F}_{q^{m}}^{*}$ such that $L=T_{\beta}$. At this point, since $\gamma$ is a primitive element, there exists $\ell \in \mathbb{N}$ such that $\beta=\gamma^{\ell}$. In this way, we have that for all $i=0, \ldots, m-2$,

$$
\operatorname{Tr}_{\mathbb{F}_{q^{m}} / \mathbb{F}_{q}}\left(\gamma^{\ell+i}\right)=T_{\gamma^{\ell}}\left(\gamma^{i}\right)=L\left(\gamma^{i}\right)=0
$$

and this concludes the proof.
Definition 4.30. An $r \times s$ matrix $A=\left(A_{i, j}\right)$ over a field $\mathbb{F}$ is called Toeplitz matrix if there
exists a vector $a=\left(a_{1-r}, a_{2-r}, \ldots, a_{s-1}\right) \in \mathbb{F}^{r+s-1}$ such that

$$
A_{i, j}=a_{j-i} .
$$

An $r \times s$ matrix $A=\left(A_{i, j}\right)$ over a field $\mathbb{F}$ is called Hankel matrix if there exists a vector $a=\left(a_{0}, a_{1}, \ldots, a_{r+s-2}\right) \in \mathbb{F}^{r+s-1}$ such that

$$
A_{i, j}=a_{i+j-2} .
$$

A special kind of square Toeplitz matrices is given by circulant matrices.
Definition 4.31. An $r \times r$ matrix $A=\left(A_{i, j}\right)$ over a field $\mathbb{F}$ is called circulant matrix if there exists a vector $a=\left(a_{0}, \ldots, a_{r-1}\right)$ such that

$$
A_{i, j}=a_{j-i(\bmod r)}
$$

Theorem 4.32. For every $0<k<n \leq m$ and every $\theta$ generator of $\operatorname{Gal}\left(\mathbb{F}_{q^{m}} / \mathbb{F}_{q}\right)$, there exists a $\theta$-Gabidulin code $C_{X}$ such that $X$ is a Hankel matrix.

Proof. Let $\gamma \in \mathbb{F}_{q^{m}}$ be a primitive element. By Lemma 4.29 there exist $\ell \in \mathbb{N}$ such that

$$
\begin{equation*}
\operatorname{Tr}_{\mathbb{F}_{q^{m} / \mathbb{F}}}\left(\gamma^{\ell}\right)=\operatorname{Tr}_{\mathbb{F}_{q^{m}} / \mathbb{F}_{q}}\left(\gamma^{\ell+1}\right)=\ldots=\operatorname{Tr}_{\mathbb{F}_{q^{m}} / \mathbb{F}_{q}}\left(\gamma^{\ell+m-2}\right)=0 . \tag{4.7}
\end{equation*}
$$

Let $\alpha \in \mathbb{F}_{q^{m}}^{k}, \beta \in \mathbb{F}_{q^{m}}^{n-k}$ be defined as

$$
\begin{aligned}
& \alpha=\left(\gamma^{\ell}, \gamma^{\ell+1}, \ldots, \gamma^{\ell+k-1}\right), \\
& \beta=\left(1, \gamma, \ldots, \gamma^{n-k-1}\right),
\end{aligned}
$$

and consider the matrix $\alpha^{\top} \beta$. We now check that $\alpha, \beta$ satisfy properties (a), (b), (c) of Theorem 4.18. Indeed, $\gamma$ is a primitive element, and therefore $1, \gamma, \ldots, \gamma^{m-1}$ are linearly independent, as well as $\gamma^{\ell}, \ldots, \gamma^{\ell+m-1}$. In particular, properties (a) and (b) are satisfied. Moreover, for every $i=0, \ldots, k-1, j=0, \ldots, n-k-1$,

$$
T_{\gamma^{\ell+i}}\left(\gamma^{j}\right)=\operatorname{Tr}_{\mathbb{F}_{q^{m}} / \mathbb{F}_{q}}\left(\gamma^{\ell+i+j}\right)=0,
$$

where the last inequality holds by (4.7). Therefore also property (c) is verified.
Now we have that every matrix $X \in \Psi_{\theta}^{-1}\left(\left\{\alpha^{\top} \beta\right\}\right)$ is a $\theta$-Cauchy matrix and hence it is of the form

$$
X=\left(\begin{array}{cccc}
\pi_{\theta}\left(\gamma^{\ell}\right) & \pi_{\theta}\left(\gamma^{\ell+1}\right) & \cdots & \pi_{\theta}\left(\gamma^{\ell+n-k-1}\right) \\
\pi_{\theta}\left(\gamma^{\ell+1}\right) & \pi_{\theta}\left(\gamma^{\ell+2}\right) & \cdots & \pi_{\theta}\left(\gamma^{\ell+n-k}\right) \\
\vdots & \vdots & & \vdots \\
\pi_{\theta}\left(\gamma^{\ell+k-1}\right) & \pi_{\theta}\left(\gamma^{\ell+k}\right) & \cdots & \pi_{\theta}\left(\gamma^{\ell+n-2}\right)
\end{array}\right)+B,
$$

for an arbitrary $B \in \mathbb{F}_{q}^{k \times(n-k)}$. Choosing $B$ as a Hankel matrix completes the proof.
Theorem 4.33. For every $0<k<n \leq m$ and every $\theta$ generator of $\operatorname{Gal}\left(\mathbb{F}_{q^{m}} / \mathbb{F}_{q}\right)$, there exists a $\theta$-Gabidulin code $C_{X}$ such that $X$ is a Toeplitz matrix.

Proof. Following the same proof of Theorem 4.32 with

$$
\begin{aligned}
& \alpha=\left(\gamma^{\ell+n-k-1}, \gamma^{\ell+n-k}, \ldots, \gamma^{\ell+n-2}\right) \\
& \beta=\left(1, \gamma^{-1}, \gamma^{-2}, \ldots, \gamma^{-n+k+1}\right)
\end{aligned}
$$

the matrix obtained is of the form

$$
X=\left(\begin{array}{cccc}
\pi_{\theta}\left(\gamma^{\ell+n-k-1}\right) & \pi_{\theta}\left(\gamma^{\ell+n-k-2}\right) & \cdots & \pi_{\theta}\left(\gamma^{\ell}\right) \\
\pi_{\theta}\left(\gamma^{\ell+n-k}\right) & \pi_{\theta}\left(\gamma^{\ell+n-k-1}\right) & \cdots & \pi_{\theta}\left(\gamma^{\ell+1}\right) \\
\vdots & \vdots & & \vdots \\
\pi_{\theta}\left(\gamma^{\ell+n-2}\right) & \pi_{\theta}\left(\gamma^{\ell+n-3}\right) & \cdots & \pi_{\theta}\left(\gamma^{\ell+k-1}\right)
\end{array}\right)+B
$$

for an arbitrary $B \in \mathbb{F}_{q}^{k \times(n-k)}$. As above, choosing $B$ in Toeplitz form concludes the proof.
These two theorems allow to define two subfamilies of Gabidulin codes, the Hankel Gabidulin codes and the Toeplitz Gabidulin codes. In the following lemma we can see that this structure on the generator matrix in standard form is hard to improve if we still require the code to be MRD.

Lemma 4.34. Suppose that $n$ is even and $k=\frac{n}{2}$. Let $X \in \mathbb{F}_{q^{m}}^{k \times k}$ be a circulant matrix, and let $d$ be the minimum rank distance of the code $C_{X}$. Then $d \leq 2$.

In particular, for $n \geq 4$, there does not exist any $\left[n, \frac{n}{2}\right]_{q^{m}} M R D$ code $C_{X}$ with $X$ circulant matrix.

Proof. Since the matrix $X$ is circulant, then the sum of the elements on each of its columns is constant. Let $\gamma$ be such a sum. Then, the non-zero codeword of the code $C_{X}$

$$
(1, \ldots, 1)\left(I_{k} \mid X\right)=(1, \ldots, 1, \gamma, \ldots, \gamma)
$$

has $q$-rank at most 2 . In particular, if $n \geq 4$ we have

$$
n-k+1=\frac{n}{2}+1>2 \geq d
$$

and therefore, the code $C_{X}$ can not be MRD.
This result possibly suggests that, at least in the case $k=\frac{n}{2}$, it is very difficult to require more structure on the non-systematic part of the generator matrix in standard form of an MRD code. However, it would be very interesting to find new families of Gabidulin, or more generally MRD codes with structured generator matrices.

We conclude this chapter with a small example.
Example 4.35. Consider the case $q=2, k=3, n=m=6$ and $s=1$. We construct a Hankel Gabidulin code of dimension 3 and length 6 over the finite field $\mathbb{F}_{2^{6}}=\mathbb{F}_{2}(a)$, where $a$ is a primitive element that satisfies $a^{6}+a^{4}+a^{3}+a+1=0$. One can find, by Lemma 4.29, five consecutive powers of $a$ that belong to $\operatorname{ker}\left(\operatorname{Tr}_{\mathbb{F}_{26} / \mathbb{F}_{2}}\right)$, that are $a^{i}$ for $i=14,15, \ldots, 18$. Then, we set the vectors

$$
\alpha=\left(a^{14}, a^{15}, a^{16}\right), \quad \beta=\left(1, a, a^{2}\right) .
$$

Moreover, we choose the matrix $B$ to be the zero matrix, and the map

$$
\left.\begin{array}{rl}
\pi_{\bar{\theta}}: \mathbb{F}_{2^{6}} & \longrightarrow \mathbb{F}_{2^{6}} \\
z & \longmapsto \\
\operatorname{Tr}_{\mathbb{F}_{q^{m}} / \mathbb{F}_{q}}(\gamma) & -1 \\
i=0
\end{array} \gamma^{2^{i+1}} \sum_{j=0}^{i} z^{2^{j}}\right),
$$

where $\gamma=a^{3}$, and $\bar{\theta}$ is the 2 -Frobenius automorphism. We then get the following $\bar{\theta}$-Cauchy matrix

$$
X:=C_{\bar{\theta}}(\alpha, \beta, 0)=\left(\begin{array}{ccc}
\pi_{\bar{\theta}}\left(a^{14}\right) & \pi_{\bar{\theta}}\left(a^{15}\right) & \pi_{\bar{\theta}}\left(a^{16}\right) \\
\pi_{\bar{\theta}}\left(a^{15}\right) & \pi_{\bar{\theta}}\left(a^{16}\right) & \pi_{\bar{\theta}}\left(a^{17}\right) \\
\pi_{\bar{\theta}}\left(a^{16}\right) & \pi_{\bar{\theta}}\left(a^{17}\right) & \pi_{\bar{\theta}}\left(a^{18}\right)
\end{array}\right)=\left(\begin{array}{ccc}
a^{57} & a^{7} & a^{13} \\
a^{7} & a^{13} & a^{37} \\
a^{13} & a^{37} & a^{36}
\end{array}\right) .
$$

By Theorem 4.32 the code $C_{X}$ is a $\bar{\theta}$-Gabidulin code. Moreover we can recover the evaluation points $g_{1}, \ldots, g_{6}$ of the code. We can suppose $g_{1}=1$, and recover $g_{2}=a^{45}$ and $g_{3}=a^{15}$ using the linear system (4.6). Finally, using equations (4.2) and 4.5) we get $g_{4}=a^{46}, g_{5}=a^{14}$ and $g_{6}=a^{28}$. Therefore, our Hankel Gabidulin code is

$$
C_{X}=\mathcal{G}_{3, \bar{\theta}}\left(1, a^{45}, a^{15}, a^{46}, a^{14}, a^{28}\right)
$$

### 4.5 Gabidulin Codes over Fields of any Characteristic

In this section we want to briefly describe what happens if we switch from finite fields to fields of any characteristic. In particular, what follows aims to explain the reasons of our notations and definitions in terms of generators of the Galois group, which are not common in literature.

Recently, a new theory of rank-metric codes over fields of any characteristic was developed by Augot, Loidreau and Robert in [4, 3, 5, which was also shown to be useful in low-rank matrix completion problem [78]. We describe here the general idea. Let $\mathbb{F}$ be a field, and let $\mathbb{L}$ be an extension field of degree $m$, such that $\mathbb{L} / \mathbb{F}$ is a Galois extension and $\operatorname{Gal}(\mathbb{L} / \mathbb{F})$ is a cyclic group.

One can consider vector rank-metric codes as $k$-dimensional $\mathbb{L}$-subspaces of $\mathbb{L}^{n}$, endowed with the rank distance. Such distance is defined by the $\mathbb{F}$-rank of a vector $v \in \mathbb{L}^{n}$, that is
$\operatorname{rk}_{\mathbb{F}}(v):=\operatorname{dim}_{\mathbb{F}} \operatorname{supp}_{\mathbb{F}}(v)$, where

$$
\operatorname{supp}_{\mathbb{F}}(v)=\left\langle v_{1}, \ldots, v_{n}\right\rangle_{\mathbb{F}} .
$$

The minimum distance $d(C)$ of a code $C$ is analogously defined. Codes of dimension $k$ and minimum distance $d$ in $\mathbb{L}^{n}$ are denoted $[n, k, d]_{\mathbb{L}}$ codes or simply $[n, k]_{\mathbb{L}}$ codes. Also in this more general setting, the Singleton-like bound holds. For a non-zero code $C \subseteq \mathbb{L}^{n}$, we have

$$
\begin{equation*}
d(C) \leq n-\operatorname{dim}_{\mathbb{L}}(C)+1 \tag{4.8}
\end{equation*}
$$

Whenever $n \leq m$, it is possible to construct codes meeting the bound in 4.8) with equality, which are also called MRD codes. The construction is the same as the one for Gabidulin codes. We take a generator $\theta$ of $G:=\operatorname{Gal}(\mathbb{L} / \mathbb{F})$, and a vector $g=\left(g_{1}, \ldots, g_{n}\right)$ with $\mathrm{rk}_{\mathbb{F}}(g)=n$. Moreover, we define the $\mathbb{L}$-subspace $\mathcal{G}_{k, \theta}$ of the group algebra $\mathbb{L}[\theta]=\mathbb{L}[G]$ as

$$
\mathcal{G}_{k, \theta}:=\left\langle\operatorname{id}, \theta, \ldots, \theta^{k-1}\right\rangle_{\mathbb{L}}=\left\{f_{0} \operatorname{id}+f_{1} \theta+\ldots+f_{k-1} \theta^{k-1} \mid f_{i} \in \mathbb{L}\right\} .
$$

The code $\mathcal{G}_{k, \theta}(g):=\left\{\left(f\left(g_{1}\right), \ldots, f\left(g_{n}\right)\right) \mid f \in \mathcal{G}_{k, \theta}\right\}$ is called $\theta$-Gabidulin-like code. Theorem 4.4 holds also in this framework, that is, Gabidulin-like codes are MRD. The statement follows from Theorem 1.20

We want to point out that almost all the results contained in this chapter are true for this more general setting. It is straightforward to prove that Proposition 4.5, Theorem 4.6 and Proposition 4.8 still hold. When we say "almost", it is because obviously cardinality results such as Corollaries 4.7 and 4.9 do not make sense in this context. However, it is still true that the set of $[n, k]_{\mathbb{L}} \theta$-Gabidulin-like codes is in 1-to-1 correspondence with the set of

$$
\begin{equation*}
\left\{g \in \mathbb{L}^{n} \mid \mathrm{rk}_{\mathbb{F}}(g)=n\right\} / \sim, \tag{4.9}
\end{equation*}
$$

where $\sim$ is the equivalence relation defined as follows:

$$
v \sim u \Longleftrightarrow \exists \lambda \in \mathbb{L}^{*} \text { such that } v=\lambda u
$$

Also Theorems 4.12 and 4.13 and Corollary 4.14 are true in this setting, if we replace $\mathbb{F}_{q^{m}}$ with $\mathbb{L}$ and $\mathbb{F}_{q}$ with $\mathbb{F}$. This is because the proofs of those results do not depend on the field, and they are based on Theorem 1.20. Indeed, the canonical generator matrix of a $\theta$-Gabidulin-like code is still a $\theta$-Moore matrix.

The only open problem we leave is if $\theta$-Gabidulin-like codes have the same parametrization for the generator matrix in standard form as the one given in Theorem 4.18. The proof of that result is based on a cardinality argument, which is not possible to use in this case. However, we believe that also this result holds. Indeed, that parametrization strongly relies on the duality
theory of the trace map given by the additive version of Hilbert's Theorem 90, which is a result that holds for every cyclic Galois extension. Therefore, our belief is that it should be possible to define a bijection between the set defined in 4.9) and the set $\Psi_{\theta}^{-1}(V)$, where

$$
V=\left\{\alpha^{\top} \beta \mid \alpha \in \mathbb{L}^{k}, \beta \in \mathbb{L}^{n-k}, \mathrm{rk}_{\mathbb{F}}(\alpha)=k, \mathrm{rk}_{\mathbb{F}}(\beta)=n-k, \sup _{\mathbb{F}}(\beta) \subseteq \operatorname{supp}_{\mathbb{F}}(\alpha)^{\times}\right\}
$$

and $\Psi_{\theta}$ is the map that acts on the set of $k \times(n-k)$ matrices as $\theta$ - id entrywise.
Once proved the analogue of Theorem 4.18 (if it is true), it would be interesting to see if one can construct $\theta$-Gabidulin-like codes in Hankel or Toeplitz form. The construction given for the finite field case is based on the existence of a primitive element, which we do not have in case of infinite fields.

Finally, we want to remark that also almost all the definitions and results in Chapter 7 can be generalized to this framework. The only results which are not true in that chapter are the cardinality results in which $q$ is involved. For instance, we can not give an analogue to Theorem 7.28 nor to part 2 of Theorem 7.29, but the same result holds for part 1 of the same Theorem.

## Chapter 5

## Genericity Results in the Rank Metric

The question, if there are other general constructions of MRD codes that are not equivalent to Gabidulin codes, has been of large interest recently. Some constructions of non-Gabidulin MRD codes can be found e.g. in [25, 29, 106, 86, 74, 114, where many of the derived codes, when seen as block codes in $\mathbb{F}_{q^{m}}^{n}$, are not linear over $\mathbb{F}_{q^{m}}$ but only linear over some subfield of it. For some small parameter sets, constructions of $[n, k]_{q^{m}}$ non-Gabidulin MRD codes were presented in [51, 28, 26, 27], and for $q \neq 2$, a general family of those codes appears in [106, 74]. For $m$ very large and any $q$, a new family was given in [90]. These last two families will be studied in Chapter 7. On the other hand, for $k \in\{1,2, n-2, n-1\}$ all the $[n, k]_{2^{n}}$ MRD codes are Gabidulin codes (see Theorem 7.32 from [88]). In general, it remains an open question for which parameters non-Gabidulin MRD codes exist, and if so, how many such codes there are.

In the first section of this chapter, we show that the properties of being MRD (maximum rank distance) and non-Gabidulin are generic among the $[n, k]_{q^{m}}$ codes. These results imply that, over a large field extension degree, a randomly chosen generator matrix generates an MRD and a non-Gabidulin code with high probability. Moreover, an upper, respectively lower, bound on the respective probabilities in dependence on the extension degree are given. Finally, we show that for any length $n$ and dimension $k$ there exists an $[n, k]_{q^{m}}$ non-Gabidulin MRD code, if the extension degree $m$ is large enough.

In the second section, we analyze the properties of being MRD among the $[n \times m, k]_{q}$ codes. Contrary to what happens for vector codes, it was shown in [18, 22, that in this case the results are different, and it is not true that a random code is MRD with high probability.

### 5.1 Vector Codes

The results contained in this section were published by Neri, Horlemann-Trautmann, Randrianarisoa and Rosenthal in [81]. However the estimates in Subsection 5.1.4 have been slightly improved in the present dissertation.

### 5.1.1 The Zariski Topology over Finite Fields

Consider the polynomial ring $\mathbb{F}_{q}\left[x_{1}, \ldots, x_{r}\right]$ over the base field $\mathbb{F}_{q}$ and denote by $\overline{\mathbb{F}}_{q}$ the algebraic closure of $\mathbb{F}_{q}$, necessarily an infinite field. For a subset $S \subseteq \mathbb{F}_{q}\left[x_{1}, \ldots, x_{r}\right]$ one defines the algebraic set

$$
V(S):=\left\{x \in \overline{\mathbb{F}}_{q}^{r} \mid f(x)=0, \forall f \in S\right\} .
$$

It is well-known that the algebraic sets inside $\overline{\mathbb{F}}_{q}^{r}$ form the closed sets of a topology, called the Zariski topology [49, Ch. I, Sec. 1]. The complements of the Zariski-closed sets are the Zariski-open sets.

Definition 5.1. A subset $G \subset \overline{\mathbb{F}}_{q}^{r}$ is called a generic set if $G$ contains a non-empty Zariski-open set.

If the base field is the field of real numbers $\mathbb{R}$, (or complex numbers $\mathbb{C}$ ) then a generic set inside $\mathbb{R}^{r}$ (respectively inside $\mathbb{C}^{r}$ ) is necessarily dense and its complement is contained in an algebraic set of dimension at most $r-1$.

Over a finite field $\mathbb{F}_{q}$ one has to be a little bit more careful. Indeed for every subset $T \subset \mathbb{F}_{q}^{r}$ one finds a set of polynomials $S \subseteq \mathbb{F}_{q}\left[x_{1}, \ldots, x_{r}\right]$ such that

$$
\left\{x \in \mathbb{F}_{q}^{r} \mid f(x)=0, \forall f \in S\right\}=T
$$

This follows simply from the fact that a single point inside $\mathbb{F}_{q}^{r}$ forms a Zariski-closed set and any subset $T \subset \mathbb{F}_{q}^{r}$ is a finite union of points. However if one has an algebraic set $V(S)$, as defined at the beginning of this subsection, then the number of $\mathbb{F}_{q^{m}}$-rational points defined through

$$
V\left(S ; \mathbb{F}_{q^{m}}\right):=\left\{x \in \mathbb{F}_{q^{m}}^{r} \mid f(x)=0, \forall f \in S\right\}
$$

becomes in proportion to the cardinality of the whole vector space $\mathbb{F}_{q^{m}}^{r}$ smaller, as the extension degree $m$ increases. This is a consequence of the Schwartz-Zippel Lemma (or Schwartz-Zippel-DeMillo-Lipton [102, 120, 31] which we will formulate, for our purposes, over a finite field. The lemma itself will be crucial for our probability estimations in Subsection 5.1.3. We use the following version of the Schwartz-Zippel Lemma.

Lemma 5.2 (Schwartz-Zippel). [67, Lemma 1.1] Let $f \in \mathbb{F}_{q}\left[x_{1}, x_{2}, \ldots, x_{r}\right]$ be a non-zero polynomial of total degree $d \geq 0$. Let $\mathbb{F}_{q^{m}}$ be an extension field and let $F \subseteq \mathbb{F}_{q^{m}}$ be a finite set. Let $\alpha_{1}, \alpha_{2}, \ldots, \alpha_{r}$ be selected at random independently and uniformly from $F$. Then

$$
\operatorname{Pr}\left(f\left(\alpha_{1}, \alpha_{2}, \ldots, \alpha_{r}\right)=0\right) \leq \frac{d}{|F|} .
$$

### 5.1.2 Topological Results

The idea of this section is to show that the properties of being MRD and non-Gabidulin are generic properties.

Recall that, by Lemma 3.10 , every $[n, k]_{q^{m}}$ MRD code in $\mathbb{F}_{q^{m}}^{n}$ has a unique representation by its generator matrix $G \in \mathbb{F}_{q^{m}}^{k \times n}$ in standard/systematic form

$$
G=\left(I_{k} \mid X\right)
$$

Thus, we have a one-to-one correspondence between the set of $[n, k]_{q^{m}}$ MRD codes and a subset of the set of matrices $\mathbb{F}_{q^{m}}^{k \times(n-k)}$. Therefore we want to investigate how many matrices $X \in \mathbb{F}_{q^{m}}^{k \times(n-k)}$ give rise to an MRD or a Gabidulin code, when plugged into the above form of a systematic generator matrix.

However, in order to make sense of the definition of genericity, we need to do this investigation over the algebraic closure of $\mathbb{F}_{q^{m}}$. In particular, we will show that the set of matrices fulfilling the MRD criterion of Proposition 3.8, and the subset of these matrices not fulfilling the Gabidulin criterion of Theorem 4.13, are generic sets over the algebraic closure.

We first show that the set of generator matrices fulfilling the MRD criterion of Proposition 3.8 is generic.

Theorem 5.3. Let $1 \leq k \leq n-1$. The set

$$
S_{\mathrm{MRD}}:=\left\{X \in \overline{\mathbb{F}}_{q^{m}}^{k \times(n-k)} \mid \operatorname{det}\left(\left(I_{k} \mid X\right) E^{\top}\right) \neq 0, \forall E \in \mathcal{T}_{q}(k, n)\right\}
$$

is a generic subset of $\overline{\mathbb{F}}_{q^{m}}^{k \times(n-k)}$.
Proof. We need to show that $S_{\mathrm{MRD}}$ contains a non-empty Zariski-open set. In fact, we will show that $S_{\mathrm{MRD}}$ is a non-empty Zariski-open set. The non-emptiness follows from the existence of Gabidulin codes for every set of parameters. Hence it remains to show that it is Zariski-open.

In the following, for any set $S$, we denote its complement by $S^{C}$. If we denote the entries of $X \in \overline{\mathbb{F}}_{q^{m}}^{k(n-k)}$ by $x_{1}, \ldots, x_{k(n-k)}$, then, for a given $E \in \mathcal{T}_{q}(k, n)$, we have $\operatorname{det}\left(\left(I_{k} \mid X\right) E^{\top}\right) \in$ $\mathbb{F}_{q}\left[x_{1}, \ldots, x_{k(n-k)}\right]$. Hence we can write

$$
\begin{aligned}
S_{\mathrm{MRD}} & =\bigcap_{E \in \mathcal{T}_{q}(k, n)}\left\{X \in \overline{\mathbb{F}}_{q^{m}}^{k \times(n-k)} \mid \operatorname{det}\left(\left(I_{k} \mid X\right) E^{\top}\right) \neq 0\right\} \\
& =\bigcap_{E \in \mathcal{T}_{q}(k, n)} V\left(\operatorname{det}\left(\left(I_{k} \mid X\right) E^{\top}\right)\right)^{C}
\end{aligned}
$$

i.e., it is a finite intersection of Zariski-open sets. Therefore, $S_{\text {MRD }}$ is a Zariski-open set.

Remark 5.4. In Theorem 5.3 we chose the MRD criterion of Proposition 3.8 to show that the set of matrices $X \in \overline{\mathbb{F}}_{q^{m}}^{k \times(n-k)}$ satisfying that criterion is generic. One can do the same by using the MRD criterion of Horlemann-Trautmann and Marshall from [51, Corollary 3.3].
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We now turn to Gabidulin codes. The following theorem shows that the set of generator matrices not fulfilling the Gabidulin criterion of Theorem 4.13 is generic over the algebraic closure.

Theorem 5.5. Let $1 \leq k \leq n-1$ and $\theta$ be a generator of $\operatorname{Gal}\left(\mathbb{F}_{q^{m}} / \mathbb{F}_{q}\right)$. Moreover, let $S_{\mathrm{MRD}} \subseteq$ $\overline{\mathbb{F}}_{q^{m}}^{k \times(n-k)}$ be as defined in Theorem 5.3. The set

$$
S_{\mathrm{Gab}, \theta}:=\left\{X \in \overline{\mathbb{F}}_{q^{m}}^{k \times(n-k)} \mid \operatorname{rk}\left(\Psi_{\theta}(X)\right)=1\right\} \cap S_{\mathrm{MRD}}
$$

is a Zariski-closed subset of the Zariski-open set $S_{\mathrm{MRD}}$.
Proof. Let $X \in S_{\text {Gab }, \theta \text {. Since }} X \in S_{\mathrm{MRD}}$, it follows from Lemma 3.10 that $X_{i, j} \notin \mathbb{F}_{q}$ for $i=$ $1, \ldots, k$ and $j=1, \ldots, n-k$. Then the condition $\operatorname{rk}\left(\Psi_{\theta}(X)\right)=1$ is equivalent to $\operatorname{rk}\left(\Psi_{\theta}(X)\right)<2$, which in turn is equivalent to the condition that all $2 \times 2$-minors of $\Psi_{\theta}(X)$ are zero. If we denote the entries of $X \in \overline{\mathbb{F}}_{q^{m}}^{k(n-k)}$ as the variables $x_{1}, \ldots, x_{k(n-k)}$, then these $2 \times 2$-minors of $\Psi_{\theta}(X)$ are elements of $\mathbb{F}_{q}\left[x_{1}, \ldots, x_{k(n-k)}\right]$. This is due to the fact that $\theta(x)=x^{q^{s}}$ for some integer $s<m$ and therefore $\psi_{\theta}\left(x_{i}\right)$ is a polynomial of degree $q^{s}$. Let us call the set of all these minors $S^{\prime}$. Then

$$
\begin{aligned}
S_{\mathrm{Gab}, \theta} & =\left\{X \in \overline{\mathbb{F}}_{q^{m}}^{k \times(n-k)} \mid f\left(x_{1}, \ldots, x_{k(n-k)}\right)=0, \forall f \in S^{\prime}\right\} \cap S_{\mathrm{MRD}} \\
& =V\left(S^{\prime}\right) \cap S_{\mathrm{MRD}} .
\end{aligned}
$$

Hence it is a Zariski-closed subset of $S_{\text {MRD }} \subseteq \overline{\mathbb{F}}_{q^{m}}^{k \times(n-k)}$.
Theorem 5.5 implies that the complement in $S_{\mathrm{MRD}}$ of $S_{\mathrm{Gab}, \theta}$, i.e. the set of $k \times(n-k)$ matrices over $\overline{\mathbb{F}}_{q^{m}}$ that fulfill the MRD criterion but do not fulfill the Gabidulin criterion, is a Zariski-open subset of $S_{\mathrm{MRD}}$. Thus, if it is non-empty, then the complement of $S_{\mathrm{Gab}, \theta}$ is a generic set. The non-emptiness of this set will be shown in the following subsection, in Theorem 5.12 .

In other words, over the algebraic closure, a randomly chosen generator matrix fulfills the MRD criterion and does not fulfill the Gabidulin criterion with probability 1. In the next subsection, we will clarify what this exactly means in terms of probability.

### 5.1.3 Probability Estimations

In the previous subsection we have used the Zariski topology to show that a randomly chosen linear code over $\overline{\mathbb{F}}_{q^{m}}$ fulfills most likely the MRD criterion but not the Gabidulin criterion. Intuitively this tells us that over a finite, but large, extension field of $\mathbb{F}_{q}$ a randomly chosen linear code is most likely an MRD code but not a Gabidulin code. In this section we derive some bounds on the probability that this statement is true, in dependence of the field extension degree $m$.

Here we give a lower bound on the probability that a random $[n, k]_{q^{m}}$ code in $\mathbb{F}_{q^{m}}^{n}$ is MRD.

For $E \in \mathcal{T}_{q}(k, n)$ we define the polynomial

$$
f_{E}\left(x_{1}, \ldots, x_{k(n-k)}\right):=\operatorname{det}\left(\left(I_{k} \mid X\right) E^{\top}\right) \in \mathbb{F}_{q^{m}}\left[x_{1}, \ldots, x_{k(n-k)}\right],
$$

and we furthermore define

$$
f^{*}\left(x_{1}, \ldots, x_{k(n-k)}\right):=\operatorname{lcm}\left\{f_{E}\left(x_{1}, \ldots, x_{k(n-k)}\right) \mid E \in \mathcal{T}_{q}(k, n)\right\},
$$

where, as before, the entries of $X$ are the variables $x_{1}, \ldots, x_{k(n-k)}$. We can easily observe the following.

Proposition 5.6. The set of $[n, k]_{q^{m}}$ non-MRD codes is in one-to-one correspondence with the algebraic set

$$
V\left(\left\{f^{*}\right\} ; \mathbb{F}_{q^{m}}\right)=\left\{\left(v_{1}, \ldots, v_{k(n-k)}\right) \in \mathbb{F}_{q^{m}}^{k(n-k)} \mid f^{*}\left(v_{1}, \ldots, v_{k(n-k)}\right)=0\right\} .
$$

Proof. It follows from Proposition 3.8 that the set of $[n, k]_{q^{m}}$ non-MRD codes is in one-to-one correspondence with the algebraic set

$$
\begin{aligned}
V & =\bigcup_{E \in \mathcal{T}_{q}(k, n)}\left\{\left(v_{1}, \ldots, v_{k(n-k)}\right) \in \mathbb{F}_{q^{m}}^{k(n-k)} \mid f_{E}\left(v_{1}, \ldots, v_{k(n-k)}\right)=0\right\} \\
& =\left\{\left(v_{1}, \ldots, v_{k(n-k)}\right) \in \mathbb{F}_{q^{m}}^{k(n-k)} \mid \prod_{E \in \mathcal{T}_{q}(k, n)} f_{E}\left(v_{1}, \ldots, v_{k(n-k)}\right)=0\right\} \\
& =\left\{\left(v_{1}, \ldots, v_{k(n-k)}\right) \in \mathbb{F}_{q^{m}}^{k(n-k)} \mid f^{*}\left(v_{1}, \ldots, v_{k(n-k)}\right)=0\right\} \\
& =V\left(\left\{f^{*}\right\} ; \mathbb{F}_{q^{m}}\right),
\end{aligned}
$$

where the second and the third equalities follow from the well-known fact that

$$
V\left(\{f\} ; \mathbb{F}_{q^{m}}\right) \cup V\left(\{g\} ; \mathbb{F}_{q^{m}}\right)=V\left(\{f g\} ; \mathbb{F}_{q^{m}}\right)=V\left(\{\operatorname{lcm}(f, g)\} ; \mathbb{F}_{q^{m}}\right)
$$

for any $f, g \in \mathbb{F}_{q}\left[x_{1}, \ldots, x_{k(n-k)}\right]$.
Note that in the definition of an algebraic set, it suffices to use the square-free part of the defining polynomial(s). In the above definition of $V$ however, $f^{*}\left(x_{1}, \ldots, x_{k(n-k)}\right)$ is already square-free, as we show in the following.

Lemma 5.7. For every $E \in \mathcal{T}_{q}(k, n)$ the polynomial $f_{E}\left(x_{1}, \ldots, x_{k(n-k)}\right)$ is square-free. In particular, the polynomial $f^{*}\left(x_{1}, \ldots, x_{k(n-k)}\right)$ is square-free.

Proof. Every variable $x_{i}$ is contained in at most one row of the matrix $\left(I_{k} \mid X\right) E^{\top}$. Hence, in the polynomial $f_{E}\left(x_{1}, \ldots, x_{k(n-k)}\right)$ the degree with respect to every variable is at most 1 . Thus, $f_{E}\left(x_{1}, \ldots, x_{k(n-k)}\right)$ cannot have multiple factors.

We now determine an upper bound on the degree of the defining polynomial $f^{*}$.
Lemma 5.8. Let $E \in \mathcal{T}_{q}(k, n)$ and let $\mathcal{U}_{0}$ be the subspace of $\mathbb{F}_{q}^{n}$ defined by

$$
\mathcal{U}_{0}:=\operatorname{rowsp}\left(I_{k} \mid 0\right)=\left\{\left(u_{1}, \ldots, u_{n}\right) \in \mathbb{F}_{q}^{n} \mid u_{k+1}=u_{k+2}=\ldots=u_{n}=0\right\} .
$$

Then

$$
\operatorname{deg} f_{E}=k-\operatorname{dim}\left(\operatorname{rowsp}(E) \cap \mathcal{U}_{0}\right)
$$

Proof. Let $r:=k-\operatorname{dim}\left(\operatorname{rowsp}(E) \cap \mathcal{U}_{0}\right)$ with $0 \leq r \leq k$. We can write

$$
E^{\top}=\left(\frac{E_{1}}{E_{2}}\right),
$$

where $E_{1} \in \mathbb{F}_{q}^{k \times k}, E_{2} \in \mathbb{F}_{q}^{(n-k) \times k}$. Since $\operatorname{dim}\left(\operatorname{rowsp}(E) \cap \mathcal{U}_{0}\right)=k-r$, we have $\operatorname{rk}\left(E_{2}\right)=r$. Thus, there exists a matrix $R \in \mathrm{GL}_{k}(q)$ such that the first $r$ columns of $E_{2} R$ are linearly independent and the last $k-r$ columns are zero. Then

$$
f_{E}\left(x_{1}, \ldots, x_{k(n-k)}\right)=\operatorname{det}\left(\left(I_{k} \mid X\right) E^{\top}\right)=\operatorname{det}(R)^{-1} \operatorname{det}\left(E_{1} R+X E_{2} R\right) .
$$

The last $k-r$ columns of the matrix $X E_{2} R$ are zero, i.e., the last $k-r$ columns of $E_{1} R+X E_{2} R$ do not contain any of the variables $x_{i}$ 's. On the other hand, the entries of the first $r$ columns are polynomials in $\mathbb{F}_{q}\left[x_{1}, \ldots, x_{k(n-k)}\right]$ of degree 1 , since

$$
E_{1} R+X E_{2} R=\left(\sum_{\ell=1}^{k}\left(E_{1}\right)_{i, \ell} R_{\ell, j}+\sum_{\ell=1}^{k} \sum_{\ell^{\prime}=1}^{n-k} X_{i, \ell^{\prime}}\left(E_{2}\right)_{\ell^{\prime}, \ell} R_{\ell, j}\right)_{i, j} .
$$

Hence we have $\operatorname{deg} f_{E} \leq r$.
Now consider the matrix $E_{2} R$. We can write

$$
E_{2} R=\left(\begin{array}{c}
\tilde{E}_{2} \mid 0
\end{array}\right)
$$

where $\tilde{E}_{2}$ is an $(n-k) \times r$ matrix of rank $r$. Hence

$$
X E_{2} R=\left(\begin{array}{c|c}
X \tilde{E}_{2} & 0
\end{array}\right) .
$$

First we prove that the entries of the matrix $X \tilde{E}_{2}$ are algebraically independent over $\mathbb{F}_{q}$. Fix $1 \leq i \leq k$ and denote by $\left(X \tilde{E}_{2}\right)_{i}$ the $i$-th row of the matrix $X \tilde{E}_{2}$. Then, consider the polynomials $\left(X \tilde{E}_{2}\right)_{i, j}$, for $j=1, \ldots, r$, that only involve the variables $x_{(i-1)(n-k)+1}, \ldots, x_{i(n-k)}$. The Jacobian of these polynomials is $\tilde{E}_{2}^{\top}$, whose rows are linearly independent over $\mathbb{F}_{q}$. Therefore the elements in every row are algebraically independent over $\mathbb{F}_{q} \|$ Moreover, different rows involve different

[^0]variables, hence we can conclude that the entries of the matrix $X \tilde{E}_{2}$ are algebraically independent over $\mathbb{F}_{q}$.

At this point consider the set of all $r \times r$ minors of $X \tilde{E}_{2}$. These minors are all different and hence linearly independent over $\mathbb{F}_{q}$, otherwise a non-trivial linear combination of them that gives 0 would produce a non-trivial polynomial relation between the entries of $X \tilde{E}_{2}$. Now observe that the degree $r$ term of $f_{E}$ is a linear combination of these minors. If we write

$$
E_{1} R=\left(\begin{array}{c|c}
* & \tilde{E}_{1}
\end{array}\right)
$$

where $\tilde{E}_{1} \in \mathbb{F}_{q}^{k \times(k-r)}$, then the coefficients of this linear combination are given by the $(k-r) \times$ $(k-r)$ minors of $\tilde{E}_{1}$, multiplied by $\operatorname{det}(R)^{-1}$. Since $E^{\top} R$ has rank $k$ and the last $k-r$ columns of $E_{2} R$ are 0 , it follows that the columns of $\tilde{E}_{1}$ are linearly independent, and hence at least one of the coefficients of the linear combination is non-zero. This proves that the degree $r$ term of $f_{E}$ is non-zero, and hence $\operatorname{deg} f_{E}=r$.

We can now give the main result of this subsection, an upper bound on the probability that a random generator matrix generates an MRD code:

Theorem 5.9. Let $X \in \mathbb{F}_{q^{m}}^{k \times(n-k)}$ be randomly chosen. Then

$$
\operatorname{Pr}\left(C_{X} \text { is an MRD code }\right) \geq 1-\sum_{r=0}^{k} r\left[\begin{array}{c}
k \\
k-r
\end{array}\right]_{q}\left[\begin{array}{c}
n-k \\
r
\end{array}\right]_{q} q^{r^{2}} q^{-m} .
$$

Proof. For every $r=0,1, \ldots, k$ we define the set

$$
\mathcal{T}_{q, r}=\left\{E \in \mathcal{T}_{q}(k, n) \mid \operatorname{dim}\left(\mathcal{U}_{0} \cap \operatorname{rowsp}(E)\right)=k-r\right\},
$$

where

$$
\mathcal{U}_{0}:=\operatorname{rowsp}\left(I_{k} \mid 0\right)=\left\{\left(u_{1}, \ldots, u_{n}\right) \in \mathbb{F}_{q}^{n} \mid u_{k+1}=u_{k+2}=\ldots=u_{n}=0\right\}
$$

By Lemma 1.18 we have

$$
\left|\mathcal{T}_{q, r}\right|=\left[\begin{array}{c}
k \\
k-r
\end{array}\right]_{q}\left[\begin{array}{c}
n-k \\
r
\end{array}\right]_{q} q^{r^{2}}
$$

Moreover, by Lemma 5.8, if $E \in \mathcal{T}_{q, r}$, then $\operatorname{deg} f_{E}=r$. Hence, by the definition of $f^{*}$, we have

$$
\operatorname{deg} f^{*} \leq \sum_{E \in \mathcal{T}_{q}(k, n)} \operatorname{deg} f_{E}=\sum_{r=0}^{k} \sum_{E \in \mathcal{T}_{q, r}} \operatorname{deg} f_{E}=\sum_{r=0}^{k} r\left[\begin{array}{c}
k \\
k-r
\end{array}\right]_{q}\left[\begin{array}{c}
n-k \\
r
\end{array}\right]_{q} q^{r^{2}} .
$$

With Lemma 5.2, the statement follows.

In positive characteristic, it remains true that the linear independence of the rows of the Jacobian matrix of a set of polynomials implies the algebraic independence of them.

Remember that we know how to construct MRD codes, namely as Gabidulin codes, for any set of parameters. Hence the probability that a randomly chosen generator matrix generates an MRD code is always greater than zero. However, the lower bound of Theorem 5.9 is not always positive. In particular, for

$$
m \leq k(n-k)+\log _{q} k
$$

we get

$$
\begin{aligned}
& 1-\sum_{r=0}^{k} r\left[\begin{array}{c}
k \\
k-r
\end{array}\right]_{q}\left[\begin{array}{c}
n-k \\
r
\end{array}\right]_{q} q^{r^{2}} q^{-m} \\
&= 1-q^{-m}\left(\sum_{r=1}^{k} r\left[\begin{array}{c}
k \\
k-r
\end{array}\right]_{q}\left[\begin{array}{c}
n-k \\
r
\end{array}\right]_{q} q^{r^{2}}\right) \\
& \leq 1-q^{-m}\left(k \sum_{r=1}^{k}\left[\begin{array}{c}
k \\
k-r
\end{array}\right]_{q}\left[\begin{array}{c}
n-k \\
r
\end{array}\right]_{q} q^{r^{2}}\right) \\
& \stackrel{(*)}{=} 1-q^{-m}\left[\begin{array}{l}
n \\
k
\end{array}\right]_{q} \\
& \leq 1-q^{-m}\left(k q^{k(n-k)}\right) \leq 0,
\end{aligned}
$$

where ( $*$ ) follows from the $q$-Vandermonde identity. This implies that the bound is not tight (and not sensible) in these cases.

A similar result on the density of $[n, k]_{q^{m}}$ MRD codes was found later by Byrne and Ravagnani in [18]. The proof involves different techniques, and was part of a general method developed for proving density results in coding theory. Here, we just state their asymptotical results.

Theorem 5.10. [18, Corollary 5.5] Let $k$ be an integer with $1 \leq k \leq n$. Let $\mathcal{F}$ be the family of $[n, k]_{q^{m}}$ codes, and $\mathcal{F}^{\prime}$ be the family of $[n, k]_{q^{m}}$ non-MRD codes. Then

$$
\frac{\left|\mathcal{F}^{\prime}\right|}{|\mathcal{F}|}=\Theta\left(q^{-m}\right) \quad \text { for } \quad m \longrightarrow+\infty
$$

### 5.1.4 Existence of non-Gabidulin MRD Codes

We can now use the probability estimates we got in Theorem 5.9 to give implicit and explicit results about the existence of $[n, k]_{q^{m}}$ MRD codes that are not Gabidulin codes for almost every set of parameters. We first write a probabilistic result concerning Gabidulin codes which directly follows from Corollary 4.7. This result improves the probabilistic estimate of [81, Theorem 31] by a factor of $2 q^{(k-1)(n-k-1)}$.

Theorem 5.11. Let $X \in \mathbb{F}_{q^{m}}^{k \times(n-k)}$ be randomly chosen. Then

$$
\operatorname{Pr}\left(C_{X} \text { is a Gabidulin code }\right) \leq \frac{\phi(m)}{2} q^{-m(n-k-1)(k-1)} \prod_{i=1}^{n-1}\left(1-q^{i-m}\right),
$$

where $\phi$ denotes the Euler- $\phi$ function.
Proof. By Corollary 4.9 there are at most $\frac{\phi(m)}{2} \prod_{i=1}^{n-1}\left(q^{m}-q^{i}\right)$ Gabidulin codes, and by Lemma 3.10, all of them have a generator matrix in standard form. Since there are exactly $q^{m k(n-k)}$ many codes in standard form, the proof is complete.

Theorem 5.12. 1. For any prime power $q$, and for any $1<k<n-1$, there exists an integer $M(q, k, n)$ such that, for every $m \geq M(q, k, n)$, there exists an $[n, k]_{q^{m}} M R D$ code that is not a Gabidulin code.
2. An integer $M(q, k, n)$ with this property can be found as the minimum integer solution of the inequality

$$
1-\sum_{r=0}^{k} r\left[\begin{array}{c}
k  \tag{5.1}\\
k-r
\end{array}\right]_{q}\left[\begin{array}{c}
n-k \\
r
\end{array}\right]_{q} q^{r^{2}} q^{-m}>\frac{m-1}{2} q^{-m(n-k-1)(k-1)}
$$

taken over all $m \in \mathbb{N}$.
Proof. For fixed $q, k$ and $n$ consider the function

$$
\begin{aligned}
F(m) & =\sum_{r=0}^{k} r\left[\begin{array}{c}
k \\
k-r
\end{array}\right]_{q}\left[\begin{array}{c}
n-k \\
r
\end{array}\right]_{q} q^{r^{2}} q^{-m}+\frac{m-1}{2} q^{-m(n-k-1)(k-1)} \\
& =a q^{-m}+\frac{m-1}{2} q^{-c m},
\end{aligned}
$$

where

$$
a:=\sum_{r=0}^{k} r\left[\begin{array}{c}
k \\
k-r
\end{array}\right]_{q}\left[\begin{array}{c}
n-k \\
r
\end{array}\right]_{q} q^{r^{2}}, \quad c:=(n-k-1)(k-1) .
$$

Since $k \neq 1$ and $k \neq n-1$, we have $c>0$. In this case $F(m)$ is the sum of two non-increasing functions and hence it is non-increasing. Therefore, the function $1-F(m)$ is non-decreasing. Moreover, it is easy to see that

$$
\lim _{m \rightarrow+\infty} 1-F(m)=1
$$

This means that the set of the solutions of Inequality 5.1) is non-empty. Then it has a minimum solution $M(q, k, n)$. Since the function $1-F(m)$ is non-decreasing, every $m \geq M(q, k, n)$ is also a solution of 5.1). Hence, by Theorems 5.9 and 5.11, we have the following chain of inequalities
for every $m \geq M(q, k, n)$,

$$
\begin{aligned}
\operatorname{Pr}\left(C_{X} \text { is an MRD code }\right) & \geq 1-a q^{-m}>\frac{m-1}{2} q^{-c m} \\
& \geq \operatorname{Pr}\left(C_{X} \text { is a Gabidulin code }\right),
\end{aligned}
$$

which concludes the proof.
The theorem above proves the existence of infinitely many integers $m$ such that there exists an $[n, k]_{q^{m}}$ MRD code which is not Gabidulin. These integers are given implicitly as the solutions of Inequality 5.1. In the following we derive such integers explicitly, in order to give an idea of the magnitude of the extension degree needed to have non-Gabidulin MRD codes.

We first need some auxiliary results: For $b \in \mathbb{N}$ we consider the sequence $\{Q(b)\}_{b \in \mathbb{N}}$ defined as

$$
Q(b):=\prod_{i=1}^{b}\left(1-\frac{1}{2^{i}}\right) .
$$

Lemma 5.13. $\{Q(b)\}_{b \in \mathbb{N}}$ is a decreasing positive sequence, such that

$$
\lim _{b \rightarrow+\infty} Q(b)=C \simeq 0.2887 .
$$

In particular, for every $b \in \mathbb{N}, Q(b)>\frac{1}{4}$.
Proof. The sequence $\{Q(b)\}_{b \in \mathbb{N}}$ is trivially positive and decreasing. Its decimal expansion, which gives rise to the above approximation, can be found in [113] with ID number A048651.

Lemma 5.14. Let $a, b$ be two positive integers with $0<b \leq a$. Then

$$
\left[\begin{array}{c}
a \\
b
\end{array}\right]_{q} \leq \frac{1}{Q(b)} q^{b(a-b)} .
$$

Proof. We have

$$
\left[\begin{array}{c}
a \\
b
\end{array}\right]_{q}=\prod_{i=0}^{b-1} \frac{q^{a-i}-1}{q^{b-i}-1} \leq \prod_{i=0}^{b-1} \frac{q^{a-i}}{q^{b-i}-\left(\frac{q}{2}\right)^{b-i}}=\frac{1}{Q(b)} q^{b(a-b)} .
$$

We can now state the explicit version of the existence of $[n, k]_{q^{m}}$ non-Gabidulin MRD codes:
Theorem 5.15. Let $q$ be a prime power, and let $k, n$ be two integers such that $1<k<n-1$. If

$$
m \geq k(n-k)+\min \left\{\left\lceil\log _{q}(4 k+1)\right\rceil,\left\lceil\log _{q}(4(n-k)+1)\right\rceil,\right.
$$

then there exists an $[n, k]_{q^{m}} M R D$ code that is not Gabidulin.

Proof. We will prove the statement for the case $n \geq 2 k$ and $m \geq k(n-k)+\left\lceil\log _{q}(4 k+1)\right\rceil$. The other case, $n<2 k$ and $m \geq k(n-k)+\left\lceil\log _{q}(4(n-k)+1)\right\rceil$, then follows by duality, using Theorem 2.14 and Proposotion 4.5.

As in the proof of Theorem 5.12, consider the function

$$
F(m)=\sum_{r=0}^{k} r\left[\begin{array}{c}
k \\
k-r
\end{array}\right]_{q}\left[\begin{array}{c}
n-k \\
r
\end{array}\right]_{q} q^{r^{2}} q^{-m}+\frac{(m-1)}{2} q^{-m(n-k-1)(k-1)} .
$$

We need to show that $F(m)<1$ for $m \geq k(n-k)+\left\lceil\log _{q}(4 k+1)\right\rceil$. We divide the proof into two cases.

Case $n \geq 5$. We have

$$
\begin{align*}
\sum_{r=0}^{k} r\left[\begin{array}{c}
k \\
k-r
\end{array}\right]_{q}\left[\begin{array}{c}
n-k \\
r
\end{array}\right]_{q} q^{r^{2}} q^{-m} & \leq k q^{-m} \sum_{r=0}^{k}\left[\begin{array}{l}
k \\
r
\end{array}\right]_{q}\left[\begin{array}{c}
n-k \\
r
\end{array}\right]_{q} q^{r^{2}} \\
& =k\left[\begin{array}{l}
n \\
k
\end{array}\right]_{q} q^{-m} \\
& <4 k q^{k(n-k)-m}, \tag{5.2}
\end{align*}
$$

where the last inequality follows from Lemma 5.14 and Lemma 5.13. Moreover,

$$
\begin{equation*}
\frac{(m-1)}{2} q^{-m(n-k-1)(k-1)}=q^{-m(k(n-k)-n+1)+\log _{q}(m-1)-\log _{q}(2)} . \tag{5.3}
\end{equation*}
$$

Furthermore, we observe that

$$
n+k^{2}+\frac{1}{2}-k n \leq 0 \Longleftrightarrow n \geq \frac{k^{2}+\frac{1}{2}}{k-1} \Longleftrightarrow n \geq k+1+\frac{3}{2(k-1)}
$$

which is fulfilled by the conditions $k \leq n / 2$ and $n \geq 5$. Therefore,

$$
\begin{aligned}
& \left(-m(k(n-k)-n+1)+\log _{q}(m-1)-\log _{q}(2)\right)-(k(n-k)-m) \\
= & m\left(n+k^{2}-k n\right)+\log _{q}\left(\frac{m-1}{2}\right)+k^{2}-k n \\
\leq & m\left(n+k^{2}-k n+\frac{1}{2}\right)+k^{2}-k n-\frac{1}{2} \\
\leq & 0
\end{aligned}
$$

Combining this with Inequality (5.2) and Equality (5.3) we get

$$
F(m)<4 k q^{k(n-k)-m}+q^{-m(k(n-k)-n+1)+\log _{q}(m-1)-\log _{q}(2)} \leq(4 k+1) q^{k(n-k)-m} .
$$

Hence, we can conclude that for $m \geq k(n-k)+\left\lceil\log _{q}(4 k+1)\right\rceil$, it holds that $F(m)<$ 1, i.e.,
there exists a non-Gabidulin MRD code.
Case $n=4$. This implies that $k=2$ and $m \geq 4+\left\lceil\log _{q}(9)\right\rceil$. For these fixed values of $k$ and $n$, we consider $F(m)=G(q, m)$ as a function of $q$ and $m$. We get

$$
G(q, m)=\frac{2 q^{4}+q^{3}+2 q^{2}+q}{q^{m}}+\frac{m-1}{2 q^{m}},
$$

which is a decreasing function in both $q$ and $m$. Hence, if we fix $q$, we have that

$$
G\left(q, 4+\left\lceil\log _{q}(9)\right\rceil\right) \geq G(q, m)
$$

for every $m \geq 4+\left\lceil\log _{q}(9)\right\rceil$. So we need to show that $G\left(q, 4+\left\lceil\log _{q}(9)\right\rceil\right)<1$ for every prime power $q$. We have

$$
\begin{aligned}
G\left(q, 4+\left\lceil\log _{q}(9)\right\rceil\right) & =\frac{2 q^{4}+q^{3}+2 q^{2}+q}{q^{4+\left\lceil\log _{q}(9)\right\rceil}}+\frac{3+\left\lceil\log _{q}(9)\right\rceil}{2 q^{4+\left\lceil\log _{q}(9)\right\rceil}} \\
& \leq \frac{2 q^{4}+q^{3}+2 q^{2}+q}{9 q^{4}}+\frac{3+\left\lceil 2 \log _{q}(3)\right\rceil}{18 q^{4}}=: K(q) .
\end{aligned}
$$

We observe that $K(q)$ is a decreasing function in $q$. Therefore,

$$
G\left(q, 4+\left\lceil\log _{q}(9)\right\rceil\right) \leq K(q) \leq K(2)=\frac{107}{288}<1,
$$

which concludes the proof.

Remark 5.16. In the previous theorem, the condition $1<k<n-1$ is not a real restriction, since one can easily see that all MRD codes of dimension $k=1$ or $k=n-1$ are Gabidulin codes, see e.g. [51, Thm. 5.1].

### 5.2 Matrix Codes

We have seen in the previous section (Theorems 5.9 and 5.10 that for $[n, k]_{q^{m}}$ codes, the proportion of MRD codes among all the $[n, k]_{q^{m}}$ codes goes to 1 , as $m$ goes to infinity. However, it is surprising that the situation for $[n \times m, k]_{q}$ codes is quite different. This behaviour was shown independently in [2] and in [18].

Let $2 \leq d \leq n \leq m$ be integers, and set $k:=m(n-d+1)$. Denote by $\mathcal{Z}_{q, m}$ the set of $[n \times m, k]_{q}$ codes, and by $\widehat{\mathcal{Z}}_{q, m}$ the set of $[n \times m, k, d]_{q}$ codes, which are therefore MRD, and define the number

$$
s_{m}(q):=\mid\left\{A \in \mathbb{F}_{q}^{m \times m} \mid A \text { has no eigenvalues in } \mathbb{F}_{q}\right\} \mid .
$$

With this notation, we can state the crucial results showing that $[n \times m, k]_{q}$ MRD codes are not dense. The following theorem was proved by Byrne and Ravagnani in [18.

Theorem 5.17. [18, Corollaries 6.2 and 6.4$]$ Let $2 \leq d \leq n \leq m$ be integers and $k:=m(n-$ $d+1$ ).

1. For every $\epsilon>0$ there exists $q_{\epsilon} \in \mathbb{N}$ such that

$$
\frac{\left|\widehat{\mathcal{Z}}_{q, m}\right|}{\left|\mathcal{Z}_{q, m}\right|} \leq \frac{1}{2}+\epsilon, \quad \text { for every } q \geq q_{\epsilon}
$$

2. For every $\epsilon>0$ there exists $m_{\epsilon} \in \mathbb{N}$ such that

$$
\frac{\left|\widehat{\mathcal{Z}}_{q, m}\right|}{\left|\mathcal{Z}_{q, m}\right|} \leq \frac{1}{2}\left(\frac{q^{2}-3 q+3}{(q-1)^{2}}\right)+\epsilon, \quad \text { for every } m \geq m_{\epsilon}
$$

The asymptotical behaviour in $q$ has been investigated further by Antrobus and GluesingLuerssen. The following theorem gives a more precise upper bound on the proportion of $[n, k]_{q^{m}}$ MRD codes, and it is based on [2, Theorem 7.5].

Theorem 5.18. Let $2 \leq d \leq n \leq m$ be integers and $k:=m(n-d+1)$. Then

$$
\frac{\left|\widehat{\mathcal{Z}}_{q, m}\right|}{\left|\mathcal{Z}_{q, m}\right|} \leq s_{m}(q)^{(n-d+1)(d-1)}\left[\begin{array}{c}
m n \\
k
\end{array}\right]_{q}^{-1}
$$

which in turn converges to

$$
\left(\sum_{j=0}^{m} \frac{(-1)^{j}}{j!}\right)^{(n-d+1)(d-1)}
$$

when $q$ goes to infinity.
Furthermore, when $n=2$, the upper bound is asymptotically met, as shown in [2, Proposition 7.4].

Theorem 5.19. Let $2=d=n \leq m$ be integers and $k=m$. Then

$$
\frac{\left|\widehat{\mathcal{Z}}_{q, m}\right|}{\left|\mathcal{Z}_{q, m}\right|}=s_{m}(q)\left[\begin{array}{c}
2 m \\
m
\end{array}\right]_{q}^{-1}
$$

Moreover,

$$
\lim _{q \rightarrow+\infty} \frac{\left|\widehat{\mathcal{Z}}_{q, m}\right|}{\left|\mathcal{Z}_{q, m}\right|}=\sum_{j=0}^{m} \frac{(-1)^{j}}{j!} \approx \frac{1}{e}
$$

## Chapter 6

## Codes and Tensors: Tensor Rank Extremal Codes

In this chapter, we deepen the relation between rank-metric codes and tensors, focusing more on the tensor rank. We have already seen in Chapter 3 rank-metric codes in the framework of 3 -tensors, and how generator tensor and parity check tensor of an $\mathbb{F}_{q}$-linear space of matrices describe the properties of such space. An important and well-studied parameter of a tensor is given by its tensor rank, which is also central to algebraic complexity theory [14, 15, 60]. The tensor rank considered here is the minimum number of simple tensors that appear in the expression of a tensor as a sum of simple tensors. It extends the notion of matrix rank and gives a measure of the complexity of tensor multiplication. Precise computation of tensor rank is elusive for an arbitrary tensor; indeed computing the rank of a 3 -tensor over a finite field is NP-complete 50. We propose that the tensor rank is a significant parameter in the theory of rank-metric codes. This extends the notion of the tensor rank of a rank-metric code corresponding to a finite semifield [63]. As seen in Chapter 3, a rank-metric code in $\mathbb{F}_{q}^{n \times m}$ is a slice space of an associated generator tensor, just as a code in $\mathbb{F}_{q}^{n}$ is the row-space of a generator matrix. The smaller the tensor rank of the generator tensor, the more efficient the encoding. Therefore, it is of interest to obtain codes whose generator tensors have minimum tensor rank.

Lower bounds on tensor rank have been known for some time [60]. As seen in Definition 3.14, the notion of tensor rank can be extended to an $[n \times m, k, d]_{q}$ code $\mathcal{C}$, and this quantity satisfies the relation

$$
\begin{equation*}
\operatorname{trk}(\mathcal{C}) \geq k+d-1 \tag{6.1}
\end{equation*}
$$

Coding theorists will immediately notice the similarity of this inequality to the Singleton bound. We will refer to a code meeting this bound as a minimum tensor rank (MTR) code. It is known that any (nondegenerate) tensor of rank $R$ gives rise to a linear block code of length $R$, and in particular that any lower bound on the length of a linear block code provides an immediate
lower bound on the tensor rank [14, 15]. Therefore, it can be deduced that any MTR code gives a construction of an MDS block code. A central problem posed in this chapter is to address the inverse problem: given an MDS block code of length $R$, find a construction of an MTR code with tensor rank $R$. We solve this problem for a range of parameter sets. Moreover, we introduce the generalized ranks of a rank-metric code, which turn out to be an invariant of code equivalence. In particular, such values can be used to distinguish between inequivalent codes and, remarkably, even between MRD codes that otherwise share many invariants. Furthermore, generalized tensor ranks lead to a refinement of the tensor rank bound, from which the existing tensor rank bound (6.1) can be deduced. The coding theoretic arguments used in these proofs are very simple and compact.

The results presented in this chapter are taken from the paper [16] by Byrne, Neri, Ravagnani and Sheekey.

### 6.1 A Connection with Linear Block Codes

In [14], the authors draw a connection between tensor rank and linear block codes (See [15, Chapter 18] for a detailed exposition). This connection provides a lower bound on the tensor rank in terms of the length of a block code, hence one can apply coding theoretic bounds to get an estimate for $\operatorname{trk}(X)$. First, we define the following number from coding theory.

Definition 6.1. For positive integers $k, d$ we define

$$
N_{q}(k, d):=\min \left\{N \in \mathbb{N} \mid \text { there exists an }[N, k, d]_{q} \text { block code }\right\} .
$$

We will associate a linear block code with a rank-metric code as follows. Let $\mathcal{C}$ be an $[n \times m, k]_{q}$ code with tensor rank $R$. By Proposition 1.26, we can define the following.

Definition 6.2. Let $\mathcal{C}$ be an $[n \times m, k]_{q}$ code with $k \geq 1$ and tensor rank $R$. A set $\mathcal{A}=$ $\left\{A_{1}, \ldots, A_{R}\right\} \subset \mathbb{F}_{q}^{n \times m}$ of rank 1 matrices such that $\mathcal{C} \subseteq\langle\mathcal{A}\rangle$ is called an $R$-basis for $\mathcal{C}$.

Let $\mathcal{A}=\left\{A_{1}, \ldots, A_{R}\right\} \subset \mathbb{F}_{q}^{n \times m}$ be a linearly independent set of matrices of rank 1 . We define an $\mathbb{F}_{q}$-linear isomorphism (c.f. [15, Theorem 18.4]):

$$
\begin{aligned}
\psi_{\mathcal{A}}:\langle\mathcal{A}\rangle & \longrightarrow \mathbb{F}_{q}^{R} \\
\sum_{i=1}^{R} \mu_{i} A_{i} & \longmapsto \sum_{i=1}^{R} \mu_{i} e_{i},
\end{aligned}
$$

where $e_{i}$ denotes the $i$-th vector of the standard basis.
Definition 6.3. Let $\mathcal{C}$ be an $[n \times m, k]_{q}$ code with tensor rank $R$ and let $\mathcal{A}$ be an $R$-basis for $\mathcal{C}$. We define the linear block code $C_{\mathcal{A}}$ to be the image of $\mathcal{C}$ under $\psi_{\mathcal{A}}$ :

$$
C_{\mathcal{A}}:=\psi_{\mathcal{A}}(\mathcal{C}),
$$

endowed with the Hamming distance.
Given a generator tensor $X=\sum_{r=1}^{R} u_{r} \otimes v_{r} \otimes w_{r}$ of an $[n \times m, k]_{q}$ code $\mathcal{C}$, any element $M$ of $\mathcal{C}$ can be expressed as

$$
M=m_{1}(a, X)=\sum_{r=1}^{R} a \cdot u_{r}\left(v_{r} \otimes w_{r}\right)
$$

for some $a \in \mathbb{F}_{q}^{k}$. For $A_{r}=v_{r} \otimes w_{r}$, the image of the element $M$ under $\psi_{\mathcal{A}}$ is $\left(a \cdot u_{r} \mid 1 \leq r \leq R\right)$. In other words, we have that $C_{\mathcal{A}}$ is simply the $[R, k]_{q}$ block code with $k \times R$ generator matrix $\left(u_{r} \mid 1 \leq r \leq R\right)$.

Theorem $6.4\left([14)\right.$. Let $\mathcal{C}$ be an $[n \times m, k, d]_{q}$ code with tensor rank $R$. Let $\mathcal{A}=\left\{A_{1}, \ldots, A_{R}\right\}$ be an $R$-basis for $\mathcal{C}$. Then the following hold.

1. For every $M \in \mathcal{C}, \operatorname{rk}(M) \leq \mathrm{wt}_{H}\left(\psi_{\mathcal{A}}(M)\right)$.
2. $C_{\mathcal{A}}$ is an $[R, k, \geq d]_{q}$ block code.
3. $\operatorname{trk}(\mathcal{C}) \geq N_{q}(k, d)$.

Proof. Let $M \in \mathcal{C}$, and let $s=\operatorname{rk}(M)$. Then any expression of $M$ as sum of rank one matrices requires at least $s$ such matrices in the sum. In particular, $M=\sum_{i=1}^{R} \lambda_{i} A_{i}$ for some $\lambda_{i} \in \mathbb{F}_{q}$ with at least $s$ of the values $\lambda_{i}$ non-zero. Then clearly $s \leq \operatorname{wt}_{H}\left(\psi_{\mathcal{A}}(M)\right) \leq R$, proving the first statement. The next two statements follow immediately.

Definition 6.5. Let $\mathcal{C}$ be an $[n \times m, k, d]_{q}$ code. We say that $\mathcal{C}$ is tensor rank extremal if $\operatorname{trk}(\mathcal{C})=N_{q}(k, d)$. Moreover, we say that $\mathcal{C}$ is minimum tensor rank, or $M T R$ in short, if it meets the bound of Theorem 1.28, that is, if

$$
\operatorname{trk}(\mathcal{C})=k+d(\mathcal{C})-1
$$

Indeed, any lower bound on $N_{q}(k, d)$ provides a lower bound on the tensor rank, so the connection to linear block codes can be exploited. In particular, if $\mathcal{C}$ meets the tensor-rank bound, that is, if $R=k+d-1$, then the code $C_{\mathcal{A}}$ is an $[R, k, R-k+1]_{q}$ block code and thus it is MDS.

For any pair of full-rank matrices $V \in \mathbb{F}^{n \times R}$ and $W \in \mathbb{F}^{m \times R}$, define the $\mathbb{F}_{q}$-linear map

$$
\begin{aligned}
\phi_{V, W}: \mathbb{F}_{q}^{R} & \longrightarrow \mathbb{F}_{q}^{n \times m} \\
x & \longmapsto V \operatorname{diag}(x) W^{\top} .
\end{aligned}
$$

Let $v_{r}, w_{r}$ denote the $r$-th columns of $V$ and $W$, respectively, and let $\mathcal{A}=\left\{A_{r} \mid 1 \leq r \leq R\right\}$, with $A_{r}=v_{r} \otimes w_{r}$ for each $r$. Then

$$
\begin{equation*}
\phi_{V, W}\left(\psi_{\mathcal{A}}(M)\right)=M \tag{6.2}
\end{equation*}
$$

for each $M$ in the span of $\mathcal{A}$. This is easy to see, indeed, if $M=\sum_{r=1}^{R} \lambda_{r} A_{r}$ for some $\lambda_{r} \in \mathbb{F}_{q}$, then we have

$$
\begin{aligned}
\phi_{V, W}\left(\psi_{\mathcal{A}}(M)\right) & =\phi_{V, W}\left(\sum_{r=1}^{R} \lambda_{r} e_{r}\right) \\
& =\phi_{V, W}(\lambda) \\
& =V \operatorname{diag}(\lambda) W^{\top} \\
& =\sum_{r=1}^{R} \lambda_{r} v_{r} \otimes w_{r} \\
& =\sum_{r=1}^{R} \lambda_{r} A_{r}=M .
\end{aligned}
$$

This yields the following result.
Lemma 6.6. Let $\mathcal{C}$ be a nondegenerate $[n \times m, k]_{q}$ code. Suppose that $\mathcal{C}=V\langle\mathcal{D}\rangle W^{\top}$ for some set $\mathcal{D}=\left\{D_{1}, \ldots, D_{k}\right\}$ of diagonal matrices in $\mathbb{F}_{q}^{R \times R}$ and matrices $V \in \mathbb{F}_{q}^{n \times R}$ and $W \in \mathbb{F}_{q}^{m \times R}$ of ranks $n, m$ respectively. Let $v_{r}$, $w_{r}$ denote the $r$-th columns of $V$ and $W$, respectively, and define $\mathcal{A}=\left\{A_{r} \mid 1 \leq r \leq R\right\}$ such that $A_{r}=v_{r} \otimes w_{r}$ for each $r$. Then $\phi_{V, W}\left(\psi_{\mathcal{A}}(\mathcal{C})\right)=\mathcal{C}$.

In the next section, we shall be concerned with tensor rank extremal codes (those meeting the bound of Theorem 6.4) and in particular with constructions of codes meeting Kruskal's tensor rank bound of Theorem 1.28 . One approach will be to view a rank-metric code $\mathcal{C}$ in $\mathbb{F}_{q}^{n \times m}$ as the image of an $\mathbb{F}_{q}$-linear block code under $\phi_{V, W}$. Then

$$
\phi_{V, W}^{-1}(\mathcal{C}):=\left\{c \in \mathbb{F}_{q}^{R} \mid V \operatorname{diag}(c) W^{\top} \in \mathcal{C}\right\},
$$

is an $[R, k]_{q}$ block code $C$ and in fact we have $C=\psi_{\mathcal{A}}(\mathcal{C})$ where $\mathcal{A}=\left\{A_{r} \mid 1 \leq r \leq R\right\}$ such that $A_{r}=v_{r} \otimes w_{r}$ for each $r$.

We therefore have, using (6.2) and/or Lemma 6.6, the following rewriting of Theorem 6.4
Corollary 6.7. Let $\mathcal{C}$ be an $[n \times m, k, d]_{q}$ code with tensor rank $R$. Let $\mathcal{D}=\left\{D_{1}, \ldots, D_{k}\right\}$ be a $k$-set of $R \times R$ diagonal matrices such that $\mathcal{C}=V\langle\mathcal{D}\rangle W^{\top}$ for matrices $V \in \mathbb{F}_{q}^{n \times R}, W \in \mathbb{F}_{q}^{m \times R}$ of ranks $n, m$, respectively. The following hold.

1. For every $M \in \mathcal{C}, \operatorname{rk}(M) \leq \operatorname{wt}_{H}\left(\phi_{V, W}^{-1}(M)\right)$.
2. $\phi_{V, W}^{-1}(\mathcal{C})$ is an $[R, k, \geq d]_{q}$ block code.
3. If $\mathcal{C}$ is tensor rank extremal, then the code $\phi_{V, W}^{-1}(\mathcal{C})$ is an $[R, k, d]_{q}$ code of length $N_{q}(k, d)$. In particular, if $\mathcal{C}$ is MTR then the code $\phi_{V, W}^{-1}(\mathcal{C})$ is an MDS code.

We have also obtained a new proof of the tensor-rank bound.

Corollary 6.8 (Tensor-rank bound). Let $\mathcal{C} \subseteq \mathbb{F}_{q}^{n \times m}$ be a rank-metric code. Then

$$
\begin{equation*}
\operatorname{trk}(\mathcal{C}) \geq \operatorname{dim}(\mathcal{C})+d(\mathcal{C})-1 \tag{6.3}
\end{equation*}
$$

### 6.2 Tensor Rank Extremal Codes

In this section we consider existence questions on tensor rank extremal and MTR codes. Let $k$, $d$ be positive integers. We wish to determine for which $n, m \in \mathbb{N}$ there exists an $[n \times m, k, d]_{q}$ code $\mathcal{C}$ of tensor rank $R=N_{q}(k, d)$ and in particular, those for which $R=k+d-1$.

Our approach to this problem relies on Corollary 6.7, which gives a way to obtain block codes of minimal length from tensor rank extremal codes and hence MDS codes from MTR codes. A natural problem is to determine in which cases we can do the converse.

Problem 1. Let $n, m$ be positive integers and let $R, k, d$ be positive integers satisfying $R=$ $N_{q}(k, d)$. Find an $[R, k, d]_{q}$ block code $C$ and a pair of matrices $V \in \mathbb{F}_{q}^{n \times R}, W \in \mathbb{F}_{q}^{m \times R}$ such that the code $\phi_{V, W}(C)$ is an $[n \times m, k, d]_{q}$ code with tensor rank $R$ (i.e., is a tensor rank extremal code).

An interesting special case is given by the following.
Problem 2. Let $n, m$ be positive integers and let $R, k, d$ be positive integers satisfying $R=$ $k+d-1$. Find an $[R, k]_{q} M D S$ code $C$ and a pair of matrices $V \in \mathbb{F}_{q}^{n \times R}, W \in \mathbb{F}_{q}^{m \times R}$ such that the code $\phi_{V, W}(C)$ is an $[n \times m, k, d]_{q}$ code with tensor rank $R$ (i.e. is an MTR code).

The answer to these problems clearly depends on $n$ and $m$. Indeed, one immediately observes that both $n$ and $m$ can not be smaller than $d$. Moreover, we can use the Singleton-like bound of Theorem 2.12 to deduce that $n, m$ have to satisfy

$$
k \leq \min \{n(m-d+1), m(n-d+1)\} .
$$

Definition 6.9. Let $C$ be an $[R, k, d]_{q}$ block code of length $R=N_{q}(k, d)$. Let $V \in \mathbb{F}_{q}^{n \times R}$ and let $W \in \mathbb{F}_{q}^{m \times R}$. We say that $(C, V, W)$ is an extremal triple if it is a solution to Problem 1 i. i.e. if $\phi_{V, W}(C)$ is a tensor rank extremal code.

With this notation, given positive integers $k, d$, we wish to determine for which $n, m \in \mathbb{N}$ there exist matrices $V \in \mathbb{F}_{q}^{n \times R}, W \in \mathbb{F}_{q}^{m \times R}$ and an $\left[R=N_{q}(k, d), k, d\right]_{q}$ block code $C$ such that $(C, V, W)$ is an extremal triple. It is clear from the definition that this happens if and only if

$$
\begin{equation*}
\operatorname{rk}\left(V \operatorname{diag}(c) W^{\top}\right) \geq d \tag{6.4}
\end{equation*}
$$

for every $c \in C \backslash\{0\}$.

### 6.2. Tensor Rank Extremal Codes $\mid 82$

We fix some further notation. For an arbitrary matrix $Y \in \mathbb{F}_{q}^{\ell \times R}$ and element $c \in \mathbb{F}_{q}^{R}$, we write $C_{Y}=\operatorname{rowsp}(Y)$ and $C_{Y_{c}}=\operatorname{rowsp}(Y \operatorname{diag}(c))$. The following result will be useful in addressing this problem.

Lemma 6.10. Let $V \in \mathbb{F}_{q}^{n \times R}, W \in \mathbb{F}_{q}^{m \times R}$ and let $c \in \mathbb{F}_{q}^{R}$. Then

$$
\operatorname{rk}\left(V \operatorname{diag}(c) W^{T}\right)=\operatorname{rk}(V)-\operatorname{dim}\left(C_{V} \cap C_{W_{c}}^{\perp}\right)=\operatorname{rk}(W)-\operatorname{dim}\left(C_{W} \cap C_{V_{c}}^{\perp}\right)
$$

Proof. Suppose first that $V$ and $W$ both have full rank. For any $c \in C$, the rank of $V \operatorname{diag}(c) W^{\top}$ is the rank of the associated bilinear form on

$$
\begin{aligned}
\varphi: \mathbb{F}_{q}^{n} \times \mathbb{F}_{q}^{m} & \longrightarrow \mathbb{F}_{q} \\
(x, y) & \longmapsto x V \operatorname{diag}(c) W^{\top} y^{\top} .
\end{aligned}
$$

Such a rank is equal to

$$
n-\operatorname{dim} \operatorname{ker}_{L}(\varphi)=m-\operatorname{dim} \operatorname{ker}_{R}(\varphi),
$$

where $\operatorname{ker}_{L}(\varphi)$ and $\operatorname{ker}_{R}(\varphi)$ denote the left kernel and the right kernel of $\varphi$, respectively. Now, $V$ has full rank, and so $\mathbb{F}_{q}^{n}$ and $C_{V}$ are isomorphic. Therefore,

$$
\begin{aligned}
\operatorname{ker}_{L}(\varphi) & =\left\{x \in \mathbb{F}_{q}^{n} \mid x V \operatorname{diag}(c) W^{\top} y^{\top}=0, \forall y \in \mathbb{F}_{q}^{m}\right\} \\
& \cong\left\{v \in C_{V} \mid v \operatorname{diag}(c) W^{\top}=0\right\} \\
& =C_{V} \cap C_{W_{c}}^{\perp} .
\end{aligned}
$$

Similarly, $\operatorname{ker}_{R}(\varphi) \cong C_{W} \cap C_{V_{c}}^{\perp}$. Now consider the case $\operatorname{rk} V=s \leq n$ and rk $W=t \leq m$. There exist full rank matrices $A \in \mathbb{F}_{q}^{s \times R}$ and $B \in \mathbb{F}_{q}^{t \times R}$ such that $A V$ and $B W$ are full rank matrices with the same row-spaces as $V$ and $W$, respectively. Then, apply the above argument with $A V$ in place of $V$ and with $B W$ in place of $W$ to complete the proof.

It is clear that, if for given parameters $k, d$ we have a tensor rank extremal code in $\mathbb{F}_{q}^{n \times m}$, then we can construct a tensor rank extremal code in a larger ambient space for the same parameters $k, d$. In terms of extremal triples, we can express this observation as follows.

Lemma 6.11. Let $C$ be an $\left[R=N_{q}(k, d), k, d\right]_{q}$ block code. Let $V \in \mathbb{F}_{q}^{n \times R}$ and $W \in \mathbb{F}_{q}^{m \times R}$ such that $(C, V, W)$ is an extremal triple. Then for all integers $n^{\prime} \geq n, m^{\prime} \geq m$ and for all the matrices $V^{\prime} \in \mathbb{F}_{q}^{n^{\prime} \times R}, W^{\prime} \in \mathbb{F}_{q}^{m^{\prime} \times R}$ such that $\operatorname{rowsp}(V) \subseteq \operatorname{rowsp}\left(V^{\prime}\right)$ and $\operatorname{rowsp}(W) \subseteq \operatorname{rowsp}\left(W^{\prime}\right)$, $\left(C, V^{\prime}, W^{\prime}\right)$ is an extremal triple.

Proof. Let $(C, V, W)$ be an extremal triple. Let $V^{\prime} \in \mathbb{F}_{q}^{n^{\prime} \times R}, W^{\prime} \in \mathbb{F}_{q}^{m^{\prime} \times R}$ such that rowsp $(V) \subseteq$ $\operatorname{rowsp}\left(V^{\prime}\right)$ and $\operatorname{rowsp}(W) \subseteq \operatorname{rowsp}\left(W^{\prime}\right)$. Then, there exist $A \in \mathbb{F}_{q}^{n^{\prime} \times n^{\prime}}, B \in \mathbb{F}_{q}^{m^{\prime} \times m^{\prime}}$ such that

$$
A V^{\prime}=\binom{V}{\tilde{V}}, \quad B W^{\prime}=\binom{W}{\tilde{W}}
$$

for some $\tilde{V} \in \mathbb{F}_{q}^{\left(n^{\prime}-n\right) \times R}$ and $\tilde{W} \in \mathbb{F}_{q}^{\left(m^{\prime}-m\right) \times R}$ Therefore, for every $v \in C \backslash\{0\}$

$$
\operatorname{rk}\left(V^{\prime} D_{v} W^{\prime \top}\right)=\operatorname{rk}\left(A V^{\prime} D_{v} W^{\prime \top} B^{\top}\right)=\operatorname{rk}\left(\begin{array}{cc}
V D_{v} W^{\top} & V D_{v} \tilde{W}^{\top} \\
\tilde{V} D_{v} W^{\top} & \tilde{V} D_{v} \tilde{W}^{\top}
\end{array}\right) \geq \operatorname{rk}\left(V D_{v} W^{\top}\right) \geq d .
$$

In particular, this means that in our analysis of Problem 1 we may assume, without loss of generality, that $V$ and $W$ are full rank matrices.

First we observe that in the case that at least one integer among $n$ and $m$ is greater or equal than $R$, then it is easy to construct an extremal triple. Suppose that $n \geq R$. Let $C$ be an [ $\left.R=N_{q}(k, d), k, d\right]_{q}$ block code and let $V, W$ be any full-rank matrices. By Sylvester's inequality, we get that, for every $c \in C \backslash\{0\}$,

$$
\operatorname{rk}\left(V \operatorname{diag}(c) W^{\top}\right) \geq \operatorname{rk}(V)+\operatorname{rk}(W \operatorname{diag}(c))-R=\operatorname{rk}(W \operatorname{diag}(c))
$$

For the case $m \geq R$, all columns of $W$ are linearly independent and so $\operatorname{rk}(W \operatorname{diag}(c))=\operatorname{wt}_{H}(c) \geq$ $d$. For the case $R<m, \operatorname{rk}(W \operatorname{diag}(c)) \geq \operatorname{rk}(W)-\left(R-\mathrm{wt}_{H}(c)\right)=\mathrm{wt}_{H}(c) \geq d$. In either case the inequality of (6.4) is satisfied and clearly holds similarly with the assumption $m \geq R$. It therefore only remains to consider the case $m, n<R$.

Proposition 6.12. Let $C$ be an $\left[R=N_{q}(k, d), k, d\right]_{q}$ block code. Let $n, m \in \mathbb{N}$ such that $d \leq$ $n, m<R$ and $V \in \mathbb{F}_{q}^{n \times R}, W \in \mathbb{F}_{q}^{m \times R}$. Then, the following are equivalent.

1. $(C, V, W)$ is an extremal triple.
2. For every $c \in C \backslash\{0\}, \operatorname{dim}\left(C_{V_{c}}^{\perp} \cap C_{W}\right) \leq \operatorname{rk}(W)-d$.
3. For every $c \in C \backslash\{0\}, \operatorname{dim}\left(C_{V} \cap C_{W_{c}}^{\perp}\right) \leq \operatorname{rk}(V)-d$.
4. For every $c \in C \backslash\{0\}, \operatorname{dim}\left(C_{V_{c}}^{\perp}+C_{W}\right) \geq R-\operatorname{rk}(V)+d$.
5. For every $c \in C \backslash\{0\}, \operatorname{dim}\left(C_{V}+C_{W_{c}}^{\perp}\right) \geq R-\operatorname{rk}(W)+d$.
6. For every $c \in C \backslash\{0\}, \operatorname{dim}\left(C_{V_{c}}+C_{W}^{\perp}\right) \geq R-\operatorname{rk}(W)+d$.
7. For every $c \in C \backslash\{0\}, \operatorname{dim}\left(C_{V}^{\perp}+C_{W_{c}}\right) \geq R-\operatorname{rk}(V)+d$.
8. For every $c \in C \backslash\{0\}, \operatorname{dim}\left(C_{V_{c}} \cap C_{W}^{\perp}\right) \leq \operatorname{dim}\left(C_{V_{c}}\right)-d$.
9. For every $c \in C \backslash\{0\}, \operatorname{dim}\left(C_{V}^{\perp} \cap C_{W_{c}}\right) \leq \operatorname{dim}\left(C_{W_{c}}\right)-d$.

Proof. As we observed before, $\phi_{V, W}(C)$ has tensor rank at most $R$ and dimension $k$ and so is tensor rank extremal if and only if it has minimum rank distance $d$. Therefore, from Lemma 6.10, the equivalence of the first three statements is immediate. The equivalences between (2) and (4)
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and between (3) and (5) are a direct consequence of the dimension formula for the sum of two subspaces, which is $\operatorname{dim}(X+Y)+\operatorname{dim}(X \cap Y)=\operatorname{dim}(X)+\operatorname{dim}(Y)$.

The equivalences between (2) and (6) and between (3) and (7) follow from the fact that $(X \cap Y)^{\perp}=X^{\perp}+Y^{\perp}$ and that $\operatorname{dim}\left(X^{\perp}\right)=R-\operatorname{dim}(X)$, for every $X, Y$ subspaces of $\mathbb{F}_{q}^{R}$, while the equivalences between (6) and (8) and between (7) and (9) follow again from the dimension formula for the sum of two subspaces.

Proposition 6.13. Let $k, d, n, m, R$ be positive integers satisfying $d \leq n, m<R$ and $R=$ $N_{q}(k, d)$. Let $C$ be an $[R, k, d]_{q}$ block code and let $V \in \mathbb{F}_{q}^{n \times R}, W \in \mathbb{F}_{q}^{m \times R}$ such that $C_{V}$ and $C_{W}$ are MDS codes of dimension $n$ and $m$, respectively. If $n+m \geq R+d$, then $(C, V, W)$ is an extremal triple.

Proof. Let $c \in C \backslash\{0\}$, with $\mathrm{wt}_{H}(v)=w \geq d$. Since $C_{V}$ and $C_{W}$ are MDS codes, we have $\operatorname{rk}(V \operatorname{diag}(v))=\min \{n, w\}$ and $\operatorname{rk}\left(\operatorname{diag}(v) W^{\top}\right)=\min \{m, w\}$. By the Frobenius rank inequality, we have
$\operatorname{rk}\left(V \operatorname{diag}(c) W^{\top}\right) \geq \operatorname{rk}(V \operatorname{diag}(c))+\operatorname{rk}\left(\operatorname{diag}(c) W^{\top}\right)-\operatorname{rk}(\operatorname{diag}(c))=\min \{n, w\}+\min \{m, w\}-w$.

It is easy to check that in all cases, under the assumption that $m+n \geq R+d$, the right hand side of this inequality is at least $d$.

We conclude this part with a particular construction of an extremal triple involving doublyextended generalized Reed-Solomon codes or Cauchy codes [33, 104, which hence is a partial solution to Problem 2. Before doing this, we briefly recall some notation. For each $s \in \mathbb{N}$, let $\mathbb{F}_{q}[x, y]_{s-1}$ denote the $\mathbb{F}_{q}$-space of homogeneous polynomials with degree equal to $s-1$ together with the zero polynomial. Let $\mathbb{P}^{1}\left(\mathbb{F}_{q}\right)=\mathbb{F}_{q} \cup\{\infty\}$ denote the projective line over $\mathbb{F}_{q}$. For any

$$
f(x, y)=\sum_{j=0}^{s-1} f_{j} x^{j} y^{s-1-j} \in \mathbb{F}_{q}[x, y]_{s-1}
$$

we define the map

$$
\begin{aligned}
f: \mathbb{P}^{1}\left(\mathbb{F}_{q}\right) & \longrightarrow \mathbb{F}_{q} \\
Q & \longmapsto f(Q):=\left\{\begin{aligned}
f(Q, 1) & \text { if } Q \in \mathbb{F}_{q}, \\
f(1,0) & \text { if } Q=\infty
\end{aligned}\right.
\end{aligned}
$$

Let $N \in \mathbb{N}$. For any $\alpha=\left(\alpha_{1}, \ldots, \alpha_{N}\right) \in\left(\mathbb{P}^{1}\left(\mathbb{F}_{q}\right)\right)^{N}$ define the evaluation map

$$
\begin{aligned}
\mathrm{ev}_{\alpha}: \mathbb{F}_{q}[x, y]_{s-1} & \longrightarrow \mathbb{F}_{q}^{N} \\
f(x, y) & \longmapsto\left(f\left(\alpha_{1}\right), \ldots, f\left(\alpha_{N}\right)\right) .
\end{aligned}
$$

Definition 6.14 (see [33]). Let $1 \leq k \leq N-1$ and let $\beta=\left(\beta_{1}, \ldots, \beta_{N}\right) \in \mathbb{F}_{q}^{N}$ and let $\alpha_{1}, \ldots, \alpha_{N}$
be pairwise distinct elements of $\mathbb{P}^{1}\left(\mathbb{F}_{q}\right)$. The Cauchy code $C_{k}(\alpha, \beta)$ is defined to be the set

$$
C_{k}(\alpha, \beta):=\left\{\left(\beta_{1} f\left(\alpha_{1}\right), \ldots, \beta_{N} f\left(\alpha_{N}\right)\right) \mid f \in \mathbb{F}_{q}[x, y]_{k-1}\right\}
$$

Observe that in our definition we allow the coefficients of $\beta$ to be zero, while the standard definition requires each $\beta \in\left(\mathbb{F}_{q}^{*}\right)^{N}$. In particular, the Cauchy code as defined here is MDS if $\beta \in\left(\mathbb{F}_{q}^{*}\right)^{N}$.

Let $*$ denote the Schur product (or Hadamard product) of two vectors, which is the vector obtained after component-wise multiplication of two vectors of the same length. Then we have the expression

$$
C_{k}(\alpha, \beta)=\left\{\beta * \operatorname{ev}_{\alpha}(f) \mid f \in \mathbb{F}_{q}[x, y]_{k-1}\right\} .
$$

The following result gives a construction of MTR codes of dimension $k$ and minimum rank distance $d$, provided that $d<k$. We will see later that in the case $d \geq k$ we can always find a construction of MTR codes for every $m, n \geq d$. Therefore, the case analyzed here is the non-trivial one.

Theorem 6.15. Let $0<d<k<R$ be positive integers satisfying $R=k+d-1$ and let $\alpha=\left(\alpha_{1}, \ldots, \alpha_{R}\right) \in\left(\mathbb{P}^{1}\left(\mathbb{F}_{q}\right)\right)^{R}$ be a vector such that the $\alpha_{i}$ 's are pairwise distinct. Let $f(x, y) \in$ $\mathbb{F}_{q}[x, y]$ be an irreducible homogeneous polynomial of degree $k$. Let $C=C_{k}(\alpha, \mathbf{1})$, let $V \in \mathbb{F}_{q}^{k \times R}$ be a parity check matrix of $C_{R-k}\left(\alpha, \mathrm{ev}_{\alpha}(f)\right)$ and let $W \in \mathbb{F}_{q}^{d \times R}$ be a generator matrix of $C_{d}(\alpha, \mathbf{1})$. Then $(C, V, W)$ is an extremal triple.

Proof. In order to prove that $(C, V, W)$ is an extremal triple, we use the characterization given in Proposition 6.12, showing that for every $c \in C \backslash\{0\}$ we have $\operatorname{dim}\left(C_{V}^{\perp} \cap C_{W_{c}}\right) \leq \operatorname{dim}\left(C_{W_{c}}\right)-d$. Let $c \in C \backslash\{0\}$. Since $C$ is an MDS code with minimum distance $d$, then $\mathrm{wt}_{H}(c) \geq d$. Moreover, the code $C_{W_{c}}$ is obtained from $C_{W}$ by multiplying the $i$-th coordinate of every codeword by $c_{i}$, that is, $C_{W_{c}}=C_{d}(\alpha, c)$. Since $C_{W}$ is an MDS code of dimension $d$, we have $\operatorname{dim}\left(C_{W_{c}}\right)=d$. We therefore need to show that

$$
C_{V}^{\perp} \cap C_{W_{c}}=\{0\} .
$$

Now $c=\operatorname{ev}_{\alpha}(g)$ for some non-zero $g(x, y) \in \mathbb{F}_{q}[x, y]_{k-1}$, and so $C_{W_{v}}=C_{d}\left(\alpha, \operatorname{ev}_{\alpha}(g)\right)$. Let $b \in C_{V}^{\perp} \cap C_{W_{c}}$. There exist $\mu \in \mathbb{F}_{q}[x, y]_{R-k-1}, \lambda \in \mathbb{F}_{q}[x, y]_{d-1}$ such that $b=\operatorname{ev}_{\alpha}(f) * \operatorname{ev}_{\alpha}(\mu)=$ $\operatorname{ev}_{\alpha}(g) * \mathrm{ev}_{\alpha}(\lambda)$, i.e.

$$
b_{i}=f\left(\alpha_{i}\right) \mu\left(\alpha_{i}\right)=g\left(\alpha_{i}\right) \lambda\left(\alpha_{i}\right), \quad \text { for } i=1, \ldots, R .
$$

From the fact that $\operatorname{deg} f \mu<R$ and $\operatorname{deg} g \lambda<R$, we obtain $f \mu=g \lambda$. Therefore, since $f$ is irreducible, $f$ divides $g$ or $\lambda$. But $\operatorname{deg} g<k$ and $\operatorname{deg} \lambda<d$. This implies $\lambda=0$ and $b=0$.

Example 6.16. Let $q=8, R=7, k=5$ and let $d=R-k+1=3$. Let $\omega$ be a generator of $\mathbb{F}_{8}^{*}$ and let $\alpha=\left(1, \omega, \ldots, \omega^{6}\right)$. The polynomial $f(x)=x^{5}+x^{2}+1$ is irreducible in $\mathbb{F}_{8}[x]$. Let $C$ be
the $[7,5,3]_{8}$ Reed-Solomon code $C_{5}(\alpha, \mathbf{1})$. Let

$$
V=\left[\begin{array}{ccccccc}
1 & 0 & 0 & 0 & 0 & \omega^{6} & \omega^{2} \\
0 & 1 & 0 & 0 & 0 & \omega^{3} & \omega^{5} \\
0 & 0 & 1 & 0 & 0 & \omega^{6} & \omega^{3} \\
0 & 0 & 0 & 1 & 0 & \omega^{5} & \omega^{4} \\
0 & 0 & 0 & 0 & 1 & \omega^{4} & \omega^{2}
\end{array}\right], \quad W=\left[\begin{array}{ccccccc}
1 & 0 & 0 & \omega^{3} & \omega & 1 & \omega^{2} \\
0 & 1 & 0 & \omega^{6} & \omega^{6} & 1 & \omega^{2} \\
0 & 0 & 1 & \omega^{5} & \omega^{4} & 1 & \omega^{4}
\end{array}\right] .
$$

$V$ is a parity check matrix of $C_{2}\left(\alpha, e v_{\alpha}(f)\right)=C_{2}\left(\alpha,\left(1, \omega, \omega^{2}, \omega^{4}, \omega^{4}, \omega^{2}, \omega\right)\right)$, and $W$ is a generator matrix of $C_{3}(\alpha, \mathbf{1})$. It can be checked that for each $c \in C$, we have $C_{2}\left(\alpha, e v_{\alpha}(f)\right) \cap C_{3}(\alpha, c)=\{0\}$. $(C, V, W)$ is an extremal triple and the rank-metric code $\mathcal{C}=\phi_{V, W}(C)$ is an MTR $[5 \times 3,5,3]_{8}$ code of tensor rank 7 and is in fact MRD.

Remark 6.17. The storage complexity cost of the generator tensor for this class of MTR codes is at most $3 k d-2 k-d$. This bound is exceeded by the bound on the cost of encoding using a generator matrix as described in Subsection 3.2.1 (which is $k^{2}(d-1)$ ) for all $k>d$. The generator tensor encoding cost requires at most $k(d-1)$ multiplications and $(k-1)(d-1)$ additions, while the encoding cost given by a generator matrix requires up to $k^{2}(d-1)$ multiplications and $(k-1) k(d-1)$ additions.

Remark 6.18. The next figure gives a graphical description of the parameters for which Problem 2 is solved. That is, it represents the parameters for which we do have constructions of MTR codes, the parameters for which we know no MTR codes exist, and the parameters for which the problem is still open. We suppose that $d<k$ are fixed integers, and the axis show increasing $n$ and $m$ (the number of rows and the number of columns of the ambient matrix space). The black hyperbolae represent the Singleton-like bounds, and therefore below them there does not exist any MTR codes. The blue shading represents the construction of MTR codes described in Theorem 6.15 and its transpose. Moreover, by Lemma 6.11, the right-upper quarter-planes having those points as corner points have also a construction of MTR codes. The red line represents the solutions provided by Proposition 6.13, and again by Lemma 6.11; for each point on it, the right-upper quarter-plane starting from it has solution. As we can see, the area in between the Singleton-like bounds, the red line and the two upper-right quarter-planes starting from the blue dots is not solved yet. For this reason, in the following we will investigate codes which are not necessarily MTR, but have "small" tensor rank relative to their dimension and minimum distance.


### 6.2.1 Tensor Rank of Gabidulin Codes

In this subsection, we study the tensor rank of Gabidulin codes. We will give a precise computation of their tensor rank when the dimension of the code over the extension field is 1 , and a non-trivial upper bound when this dimension is strictly greater than 1 . In order to do this, we recall some well-known results on tensors over finite fields. In the literature, the computation of tensor rank of tensors over finite field was mainly studied for complexity purposes. Indeed, the tensor rank of some special tensors reveals the lowest complexity of some operations, such as multiplication between polynomials or between matrices. The interested reader is referred to [15] for a more complete exposition.

First, we need the following result, which ensures that the tensor rank of a vector code is well defined.

Proposition 6.19. Let $C$ be an $[n, k]_{q^{m}}$ code, and let $\Gamma=\left\{\gamma_{1}, \ldots, \gamma_{m}\right\}, \Gamma^{\prime}=\left\{\gamma_{1}^{\prime}, \ldots, \gamma_{m}^{\prime}\right\}$ be two bases of $\mathbb{F}_{q^{m}} / \mathbb{F}_{q}$. Then $\operatorname{trk}(\Gamma(C))=\operatorname{trk}\left(\Gamma^{\prime}(C)\right)$.

Proof. By Proposition 2.26, we have that $\Gamma(C)$ and $\Gamma^{\prime}(C)$ are equivalent codes in $\mathbb{F}_{q}^{n \times m}$, so the result follows by Proposition 3.15.

Therefore, by Proposition 6.19, the notion of tensor rank of a vector code is well-defined, and we will denote by $\operatorname{trk}(C)$ the tensor rank of any of its matrix representations.
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Let $f \in \mathbb{F}_{q}[x]$ be a fixed polynomial of degree $k$. The map

$$
\begin{aligned}
\mathbb{F}_{q}[x]_{<m} \times \mathbb{F}_{q}[x]_{<n} & \longrightarrow \mathbb{F}_{q}[x]_{<k} \\
(g, h) & \longmapsto g h \bmod f
\end{aligned}
$$

is clearly bilinear, and so can be represented by a tensor, which we denote by $T_{m, n, k} \in \mathbb{F}_{q}^{m \times n \times k}$. We have the following result on the tensor rank of $T_{m, n, k}$.

Proposition 6.20 ([15, Propositions $14.47,14.48])$. $T_{m, n, k}$ over $\mathbb{F}_{q}$ has tensor rank at least $m+$ $n-1$, and has tensor rank exactly $m+n-1$ if and only if $q \geq m+n-2$.

Lemma 6.21. Let $f \in \mathbb{F}_{q}[x]$ be an irreducible polynomial of degree $m$, and let $\alpha \in \mathbb{F}_{q^{m}}$ be a root of $f$. Let $C=\left\langle\left(1, \alpha, \ldots, \alpha^{m-1}\right)\right\rangle_{\mathbb{F}_{q^{m}}}$ and let $\Gamma=\left\{1, \alpha, \ldots, \alpha^{m-1}\right\}$. The tensor $T_{m, m, m}$ is the generator tensor of the m-dimensional code $\Gamma(C)$.

Proof. Let $M_{f}$ denote the companion matrix of the polynomial $f$. Then the map $h \mapsto g h \bmod f$ has an associated matrix $g\left(M_{f}\right)$ with respect to the basis $\left\{1, x, \ldots, x^{m-1}\right\}$. Thus,

$$
\operatorname{ssp}_{1}\left(T_{m, m, m}\right)=\left\{g\left(M_{f}\right) \mid g \in \mathbb{F}_{q}[x]_{<m}\right\}=\left\langle I, M_{f}, \ldots, M_{f}^{m-1}\right\rangle=\Gamma(C)
$$

As an immediate corollary, we have a similar statement for the one-dimensional Gabidulin codes in $\mathbb{F}_{q^{m}}^{n}$.

Corollary 6.22. Let $n \leq m$ be positive integers, and $f$ be an irreducible polynomial of degree $m$. Then, the tensor $T_{m, n, m}$ is the generator tensor of a one-dimensional Gabidulin code in $\mathbb{F}_{q^{m}}^{n}$.

Proof. Denote by $X$ the matrix associated to the map from $\mathbb{F}_{q}[x]_{<m}$ to $\mathbb{F}_{q}[x]_{<n}$ defined by

$$
\sum_{i=0}^{m-1} a_{i} x^{i} \longmapsto \sum_{i=0}^{n-1} a_{i} x^{i}
$$

with respect to the basis $\left\{1, x, \ldots, x^{m-1}\right\}$ and $\left\{1, x, \ldots, x^{n-1}\right\}$. Let moreover $\alpha \in \mathbb{F}_{q^{m}}$ be a root of $f$. Then it is clear by definition that $\operatorname{ssp}_{1}\left(T_{m, n, m}\right)=\operatorname{ssp}_{1}\left(T_{m, m, m}\right) X=\Gamma(C) X$, where $C$ is the one-dimensional Gabidulin code in $\left(\mathbb{F}_{q^{m}}\right)^{m}$ generated by the vector $\left(1, \alpha, \ldots, \alpha^{m-1}\right)$ and $\Gamma:=\left\{1, \alpha, \ldots, \alpha^{m-1}\right\}$. Now, for every $v \in C$ and every $i=0, \ldots, m-1, \Gamma\left(\alpha^{i} v\right) \in C$. Therefore, for every $\beta \in \mathbb{F}_{q^{m}}, v \in C$, we have $\Gamma(\beta v) X \in \Gamma(C) X$, which means that $\Gamma(C) X$ is equivalent to an $\mathbb{F}_{q^{m}}$-linear code in $\mathbb{F}_{q^{m}}^{n}$ of dimension 1 . All such codes are Gabidulin codes.

Using the results above, we give an upper bound on the tensor rank of some special Gabidulin codes.

Proposition 6.23. Let $n \leq m$ and let $q \geq m+n-2$. For every $K \leq m$, there exists $a K$ dimensional $\bar{\theta}$-Gabidulin code in $\mathbb{F}_{q^{m}}^{n}$ of tensor rank at most $\min \{m n, K(m+n-1)\}$, where $\bar{\theta}$ denotes the $q$-Frobenius automorphism.

Proof. It is clear that every code in $\mathbb{F}_{q^{m}}^{n}$ has tensor rank at most $m n$. Choose as a $K$-dimensional $\bar{\theta}$-Gabidulin code the code $C \subseteq \mathbb{F}_{q^{m}}^{n}$ defined as an evaluation code on $g=\left(1, \gamma, \ldots, \gamma^{n-1}\right)$, where $\gamma$ is a primitive element of $\mathbb{F}_{q^{m}}$ over $\mathbb{F}_{q}$. Therefore, the code $C$ is the $\mathbb{F}_{q^{-}}$-span of $K$ one-dimensional Gabidulin codes of the form $C_{i}=\left\langle\left(1, \bar{\theta}^{i}(\gamma), \bar{\theta}^{i}\left(\gamma^{2}\right), \ldots, \bar{\theta}^{i}\left(\gamma^{n-1}\right)\right)\right\rangle$. For each $i=1, \ldots, K$, consider the basis

$$
\Gamma_{i}=\left\{1, \bar{\theta}^{i}(\gamma), \bar{\theta}^{i}\left(\gamma^{2}\right), \ldots, \bar{\theta}^{i}\left(\gamma^{n-1}\right)\right\}
$$

Then, $\Gamma_{i}\left(C_{i}\right)=\operatorname{ssp}_{1}\left(T_{m, n, m}\right)$, which has tensor rank exactly $m+n-1$ by Proposition 6.20 .
Remark 6.24. The rank of the tensor $T_{m, m, m}$ for $q<2 m-1$ has been studied in connection with the algebraic complexity of multiplication in $\mathbb{F}_{q^{m}}$. This problem remains open in general. We refer to [64] for the case $m=3$, and [7] for bounds in the case $q=2$.

### 6.2.2 Codes with Small Tensor Rank

In this subsection we give some constructions of codes with tensor rank bounded by above. In order to do that, we rely on the results given in the previous subsection about the tensor rank of Gabidulin codes. Before proceeding with these constructions, we give an auxiliary lemma.

Lemma 6.25. Let $\mathcal{C}$ be an $[n \times m, k, d]_{q}$ code with tensor rank $R$. Then there exists a subcode $\mathcal{D} \subset \mathcal{C}$ such that $\operatorname{dim}(\mathcal{D})=k-1, d(\mathcal{D}) \geq d$ and $\operatorname{trk}(\mathcal{D}) \leq R-1$.

Proof. Let $\mathcal{C}$ be a rank-metric code with tensor rank $R$, and let $\mathcal{A}=\left\{A_{1}, \ldots, A_{R}\right\}$ be an $R$-basis for $\mathcal{C}$. Consider the code $C_{\mathcal{A}}$ as defined in Definition 6.3. Without loss of generality, we may assume that $C_{\mathcal{A}}$ is systematic in the first $k$ coordinates and so it has a generator matrix of the form

$$
G=\left(I_{k} \mid M\right)
$$

Now, let $\tilde{D}$ be the subcode of $C_{\mathcal{A}}$ generated by all but the first row of $G$. The code

$$
\mathcal{D}:=\phi_{\mathcal{A}}^{-1}(\tilde{D})
$$

clearly has dimension $k-1$ and minimum distance $\geq d$. Moreover, since $\tilde{D} \subset\left\langle e_{2}, \ldots, e_{R}\right\rangle$, we have $\mathcal{D} \subseteq\left\langle A_{2}, \ldots, A_{R}\right\rangle$. Therefore $\operatorname{trk}(\mathcal{D}) \leq R-1$.

Proposition 6.26. Let $k, d, n, m$ be positive integers with $d \leq n \leq m$ and let $\rho=\min \{s \in \mathbb{N} \mid$ $s(s-d+1) \geq k\}$. If $\rho \leq n$ then there exists an $[n \times m, k, \geq d]_{q}$ code $\mathcal{C}$ such that

$$
\operatorname{trk}(\mathcal{C}) \leq k+\min \{\rho(d-1),(\rho-d+1)(\rho-1)\},
$$

provided that $q \geq 2 \rho-2$.
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Proof. Let $K=\rho-d+1$. There exists a Gabidulin code $C \subseteq \mathbb{F}_{q^{\rho}}^{\rho}$ of dimension $K$, minimum distance $d$, and by Proposition 6.23, tensor rank at $\operatorname{most} \min \left\{\rho^{2}, K(2 \rho-1)\right\}=\min \left\{\rho^{2},(\rho-d+\right.$ 1) $(2 \rho-1)\}$. Let $\Gamma^{\prime}$ be a basis for $\mathbb{F}_{q^{\rho}} / \mathbb{F}_{q}$. Then, the code $\Gamma^{\prime}(C)$ is a $[\rho \times \rho, K \rho, d]_{q}$ code and can be embedded in $\mathbb{F}_{q}^{n \times m}$. Applying Lemma $6.25 K \rho-k$ times, we get an $[n \times m, k, \geq d]_{q}$ code $\mathcal{C}$ with $\operatorname{trk}(\mathcal{C}) \leq k+\min \{\rho(d-1),(\rho-d+1)(\rho-1)\}$.

We now present a result that uses the same principle of the previous construction, which yields a different upper bound.

Theorem 6.27. Let $k, d, n, m$ be positive integers with $d \leq n \leq m$, and $k \leq m(n-d+1)$. Then there exists an $[n \times m, k, \geq d]_{q}$ code $\mathcal{C}$ such that

$$
\operatorname{trk}(\mathcal{C}) \leq k+\min \left\{m(d-1),\left\lceil\frac{k}{m}\right\rceil\left(\left\lceil\frac{k}{m}\right\rceil+d-2\right)\right\}
$$

provided $q \geq m+\left\lceil\frac{k}{m}\right\rceil+d-3$.
Proof. Let $\mu=\min \{s \in \mathbb{N} \mid m(s-d+1) \geq k\}=\left\lceil\frac{k}{m}\right\rceil+d-1$. By hypothesis, $\mu \leq n$. Let $K=\mu-d+1$. There exists a Gabidulin code $C \subseteq \mathbb{F}_{q^{m}}^{\mu}$ of dimension $K$, minimum distance $d$ and, by Proposition 6.23, tensor rank at most $\min \{m \mu, K(m+\mu-1)\}=\min \{m \mu,(\mu-d+$ 1) $(m+\mu-1)\}$. Let $\Gamma$ be a basis for $\mathbb{F}_{q^{m}} / \mathbb{F}_{q}$. Then the code $\Gamma(C)$ is a $[\mu \times m, K m, d]_{q}$ code, which can be embedded in $\mathbb{F}_{q}^{n \times m}$. Again, we iteratively apply Lemma $6.25 K m-k$ times to get an $[n \times m, k, \geq d]_{q}$ code $\mathcal{C}$ such that

$$
\begin{aligned}
\operatorname{trk}(\mathcal{C}) & \leq \min \{m \mu,(\mu-d+1)(m+\mu-1)\}-(\mu-d+1) m+k \\
& =k+\min \{m(d-1),(\mu-d+1)(\mu-1)\} \\
& =k+\min \left\{m(d-1),\left\lceil\frac{k}{m}\right\rceil\left(\left\lceil\frac{k}{m}\right\rceil+d-2\right)\right\} .
\end{aligned}
$$

Remark 6.28. In Proposition 6.26, the essential idea was to take a Gabidulin code whose elements are representable as square matrices, embed it in $\mathbb{F}_{q}^{n \times m}$ and iteratively obtain subcodes with decreasing tensor rank. In Theorem 6.27 we applied the same principle, but this time chose a Gabidulin code whose elements are representable as rectangular matrices. In the first case the initial code is a subspace of $\mathbb{F}_{q}^{\rho \times \rho}$, while in the second the code is a subspace of $\mathbb{F}_{q}^{\mu \times m}$. We can compare the two bounds in the following way. Clearly $\rho \leq m$ so the first part of the bound of Proposition 6.26 is better than the first part of the bound in Theorem 6.27. For the second parts of these bounds, we get the opposite relation. This can be easily verified since $\left\lceil\frac{k}{m}\right\rceil=\mu-d+1$ and $\mu \leq \rho$.

Remark 6.29. In fact, we stated this result in the most general case, even though we are more interested in those parameters $k, d, n, m$ that are not covered by the constructions of MTR codes given at the beginning of this section. As a consequence of this result, we get the existence
of MTR codes for the same parameters as those arising in Theorem 6.15, even though the constructions are quite different.

Corollary 6.30. Let $d, k, n, m$ be positive integers with $d \leq n \leq m$ and $k \leq m$. Then there exists an $[n \times m, k, d]_{q} M T R$ code $\mathcal{C}$, provided that $q \geq m+d-2$

Proof. If $k \leq m$, then by Theorem 6.27 we get an $[n \times m, k, d]_{q}$-code $\mathcal{C}$ such that $\operatorname{trk}(\mathcal{C}) \leq k+d-1$ and we deduce the result by the tensor rank bound.

Remark 6.31. Observe that in Corollary 6.30 we require $q \geq m+d-2$, whereas the construction provided by Theorem 6.15 depends on the existence of a Cauchy code of length $k+d-1$, which we always have for $q \geq k+d-2$.

### 6.3 Generalized Tensor Ranks of a Code

In the sequel, we denote by $\mathcal{U}$ the set of subspaces of $\mathbb{F}_{q}^{n \times m}$ that are generated by matrices of rank one.

Definition 6.32. Let $\mathcal{C}$ be an $[n \times m, k]_{q}$ code with $k \geq 1$, and let $1 \leq r \leq k$ be an integer. The $r$-th generalized tensor rank of $C$ is

$$
d_{r}(\mathcal{C})=\min \{\operatorname{dim}(U) \mid U \in \mathcal{U}, \operatorname{dim}(\mathcal{C} \cap U) \geq r\}
$$

It is easy to check that the set of generalized tensor ranks form a code invariant.
Proposition 6.33. Equivalent codes have the same generalized tensor ranks.
The next result summarizes the main properties of the generalized ranks and explains the terminology. It also gives a new proof of the tensor rank bound (Corollary 6.8).

Theorem 6.34. Let $\mathcal{C} \subseteq \mathbb{F}_{q}^{n \times m}$ be a $k$-dimensional code with $k \geq 1$. The following hold.

1. $d_{1}(\mathcal{C})=d(\mathcal{C})$.
2. $d_{k}(\mathcal{C})=\operatorname{trk}(\mathcal{C})$.
3. For all $1 \leq r \leq \min \{k, m n-1\}$ we have $d_{r}(\mathcal{C})<d_{r+1}(\mathcal{C})$.
4. For all $1 \leq r \leq k$ we have $d_{r}(\mathcal{C}) \geq d(\mathcal{C})+r-1$. In particular, $\operatorname{trk}(\mathcal{C}) \geq d(\mathcal{C})+k-1$.
5. For all $1 \leq r \leq k$ we have $d_{r}(\mathcal{C}) \leq \operatorname{trk}(\mathcal{C})-k+r$.

Proof. 1. Let $M \in \mathcal{C}$ be a matrix with $d=d(\mathcal{C})=\operatorname{rk}(M)$. Write $M=M_{1}+\cdots+M_{d}$, where each $M_{i} \in \mathbb{F}_{q}^{n \times m}$ has rank one. Then $U=\left\langle M_{1}, \ldots, M_{d}\right\rangle$ attains the minimum in the definition of $d_{1}(\mathcal{C})$.
2. This follows from Proposition 3.13 .
3. Let $U \in \mathcal{U}$ with $\operatorname{dim}(\mathcal{C} \cap U) \geq r+1$ and $\operatorname{dim}(U)=d_{r+1}(\mathcal{C})$. Let $U^{\prime} \subseteq U$ be a hyperplane of $U$ with $U^{\prime} \in \mathcal{U}$. Since $U^{\prime}+(U \cap \mathcal{C}) \subseteq U$, we have

$$
\begin{aligned}
\operatorname{dim}\left(U^{\prime} \cap \mathcal{C}\right) & =\operatorname{dim}\left(U^{\prime} \cap(U \cap \mathcal{C})\right) \\
& =\operatorname{dim}\left(U^{\prime}\right)+\operatorname{dim}(U \cap \mathcal{C})-\operatorname{dim}\left(U^{\prime}+(U \cap \mathcal{C})\right) \\
& \geq \operatorname{dim}\left(U^{\prime}\right)+(r+1)-\operatorname{dim}(U) \\
& =\operatorname{dim}(U)-1+(r+1)-\operatorname{dim}(U) \\
& =r .
\end{aligned}
$$

By definition, this implies that $d_{r}(\mathcal{C}) \leq \operatorname{dim}\left(U^{\prime}\right)=d_{r+1}(\mathcal{C})-1$.
4. This follows combining 1, 2, and 3.
5. This follows from 2 and 3

An interesting application of generalized tensor ranks is the distinction of inequivalent codes, as the following example shows.

Example 6.35. Let $q=2$ and $n=m=4$. Let $\mathcal{C}_{1}, \mathcal{C}_{2}$ be the $[4 \times 4,4]_{2}$ codes given by

$$
\begin{aligned}
& \mathcal{C}_{1}:=\left\langle\left(\begin{array}{llll}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{array}\right),\left(\begin{array}{llll}
0 & 1 & 0 & 0 \\
0 & 1 & 1 & 0 \\
0 & 0 & 1 & 1 \\
1 & 0 & 1 & 0
\end{array}\right),\left(\begin{array}{llll}
0 & 0 & 1 & 0 \\
0 & 0 & 1 & 1 \\
1 & 0 & 1 & 0 \\
1 & 1 & 0 & 1
\end{array}\right),\left(\begin{array}{llll}
0 & 0 & 0 & 1 \\
1 & 0 & 1 & 0 \\
1 & 1 & 0 & 1 \\
0 & 1 & 0 & 1
\end{array}\right)\right\rangle, \\
& \mathcal{C}_{2}:=\left\langle\left(\begin{array}{llll}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{array}\right),\left(\begin{array}{llll}
0 & 1 & 0 & 0 \\
1 & 1 & 0 & 1 \\
0 & 0 & 1 & 1 \\
1 & 1 & 1 & 1
\end{array}\right),\left(\begin{array}{llll}
0 & 0 & 1 & 0 \\
0 & 1 & 0 & 1 \\
1 & 0 & 1 & 0 \\
0 & 1 & 0 & 0
\end{array}\right),\left(\begin{array}{llll}
0 & 0 & 0 & 1 \\
0 & 1 & 1 & 1 \\
1 & 1 & 0 & 1 \\
1 & 0 & 0 & 1
\end{array}\right)\right\rangle .
\end{aligned}
$$

It can be checked that their generalized tensor ranks are $(4,6,8,9)$ and $(4,6,7,9)$, respectively. In particular, $\mathcal{C}_{1}$ and $\mathcal{C}_{2}$ are not equivalent.

A natural question is whether generalized tensor ranks satisfy a duality property analogous to that of generalized rank weights [91, Corollary 38]. More generally, one may ask if the generalized tensor ranks of a code $\mathcal{C}$ determine those of the dual code $\mathcal{C}^{\perp}$. The answer to this question is negative in general. In the following example, we exhibit two codes that have the same generalized tensor ranks, but whose duals have different generalized tensor ranks.

Example 6.36. Let $q=2$ and $n=m=4$. Let $\mathcal{C}_{2}$ be the $[4 \times 4,4]_{2}$ code defined in Example 6.35, and let $\mathcal{C}_{3}$ be the $[4 \times 4,4]_{2}$ code defined as

$$
\mathcal{C}_{3}:=\left\langle\left(\begin{array}{llll}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{array}\right),\left(\begin{array}{llll}
0 & 1 & 0 & 0 \\
0 & 1 & 1 & 1 \\
1 & 0 & 0 & 0 \\
1 & 0 & 0 & 1
\end{array}\right),\left(\begin{array}{llll}
0 & 0 & 1 & 0 \\
1 & 0 & 0 & 0 \\
1 & 0 & 0 & 1 \\
0 & 1 & 0 & 0
\end{array}\right),\left(\begin{array}{llll}
0 & 0 & 0 & 1 \\
0 & 1 & 0 & 1 \\
1 & 1 & 1 & 0 \\
0 & 1 & 1 & 0
\end{array}\right)\right\rangle .
$$

Then $\mathcal{C}_{2}$ and $\mathcal{C}_{3}$ have the same dimension, the same minimum distance, and the same generalized tensor ranks, namely, $(4,6,7,9)$. However, the tensor rank of $\mathcal{C} \frac{\perp}{2}$ is 14 , and that of $\mathcal{C} \frac{\perp}{3}$ is 13 .

## Chapter 7

## New Invariants for Vector Codes

When looking for new MRD code constructions, it is important to understand if the new codes are equivalent to any of the already known codes. For this reason, it is helpful to have easily computable criteria to check if codes belong to a given family. For Gabidulin codes, such a criterion, based on the dimension of the intersection of the code with itself under some field automorphism, was given in [51] (see Theorem 4.12). In this chapter we generalize this result to more than just one application of the field automorphism, and derive results about the number of equivalence classes of certain MRD codes. The theory developed here partially answers to an open problem given by Zullo in [121, Chapter 6, Section 3], on finding efficient ways for testing code equivalence of rank-metric codes. Motivated by this aim, in this chapter we define invariants of vector codes, which are based on these dimensions. We study deeply the theory and the properties that they possess, and compute them for some classes of known codes. Such theory has also implications in code-based cryptography. This is due to the fact that these invariants serve as distinguishers for retrieving the structure of the rank-metric code used in the McEliece-type cryptosystem. Furthermore, we show how these sequences are helpful to prove other results in the theory of rank metric codes. Indeed, using the tools defined in this chapter, we prove lower and upper bounds on the number of inequivalent Gabidulin codes. In particular, the lower bound that we found, is better than the one proved by Schmidt and Zhou in [101] for some choice of the parameters. In the case when the length $n$ of the code is equal to the degree $m$ of the extension field, we derive the exact number of inequivalent Gabidulin and Twisted Gabidulin codes. Finally, we give a characterization theorem for Gabidulin codes which involves the sequences described in this chapter.

The results contained in this chapter are based on the work in preparation [83] by Neri, Puchinger and Horlemann-Trautmann, which is the extended version of the conference proceedings [82] published by the same authors.

### 7.1 Known MRD Constructions

Gabidulin codes are not the only known MRD codes. There are some other families of codes which attain the Singleton-like bound of Theorem 2.12, that have been discovered in the last few years. Here we give an overview on some of these families.

Definition 7.1. Let $\theta$ be a generator of $G=\operatorname{Gal}\left(\mathbb{F}_{q^{m}} / \mathbb{F}_{q}\right), h$ be an integer such that $0 \leq h<m$ and $\eta \in \mathbb{F}_{q^{m}}$. We denote by $\mathcal{H}_{k, \theta}^{\eta, h}$ the $\mathbb{F}_{q^{-}}$-subspace of the group algebra $\mathbb{F}_{q^{m}}[\theta]=\mathbb{F}_{q^{m}}[G]$ given by

$$
\mathcal{H}_{k, \theta}^{\eta, h}:=\left\{f_{0} \mathrm{id}+f_{1} \theta+\ldots+f_{k-1} \theta^{k-1}+\eta \theta^{h}\left(f_{0}\right) \theta^{k} \mid f_{i} \in \mathbb{F}_{q^{m}}\right\} .
$$

In the language of $\theta$-polynomials, the set $\mathcal{H}_{k, \theta}^{\eta, h}$ corresponds to the set

$$
\mathcal{M}_{k, \theta}^{\eta, h}:=\left\{f_{0} x+f_{1} x^{\theta}+\ldots+f_{k-1} x^{\theta^{k-1}}+\eta \theta^{h}\left(f_{0}\right) x^{\theta^{k}} \mid f_{i} \in \mathbb{F}_{q^{m}}\right\} .
$$

Definition 7.2. Let $g=\left(g_{1}, \ldots, g_{n}\right) \in \mathbb{F}_{q^{m}}^{n}$ be a vector such that $\operatorname{rk}_{q}(g)=n$. Let, moreover, $1 \leq k \leq n \leq m$, and $\eta \in \mathbb{F}_{q^{m}}$ such that $\mathrm{N}_{\mathbb{F}_{q^{m}} / \mathbb{F}_{q}}(\eta) \neq(-1)^{k m}$. The $\theta$-twisted Gabidulin code of parameters $\eta$ and $h$ is defined as

$$
\mathcal{H}_{k, \theta}^{\eta, h}(g):=\left\{\left(f\left(g_{1}\right), \ldots, f\left(g_{n}\right)\right) \mid f \in \mathcal{H}_{k, \theta}^{\eta, h}\right\} .
$$

Proposition 7.3. [106] Let $g \in \mathbb{F}_{q^{m}}^{n}$ be a vector such that $\mathrm{rk}_{q}(g)=n$ and $\eta \in \mathbb{F}_{q^{m}}$ such that $\mathrm{N}_{\mathbb{F}_{q^{m}} / \mathbb{F}_{q}}(\eta) \neq(-1)^{k m}$. The $\theta$-twisted Gabidulin code $\mathcal{H}_{k, \theta}^{\eta, h}(g)$ has cardinality $q^{k m}$ and minimum distance $d=n-k+1$, i.e. $\mathcal{H}_{k, \theta}^{\eta, h}(g)$ is an MRD code.

Remark 7.4. Observe that in general a $\theta$-twisted Gabidulin code is not $\mathbb{F}_{q^{m}}$-linear, but only $\mathbb{F}_{q^{-}}$-linear. However, we can easily note that it is $\mathbb{F}_{q^{m}}$-linear if and only if $h=0$. In such a case, we will denote the set $\mathcal{H}_{k, \theta}^{\eta, 0}$ by $\mathcal{H}_{k, \theta}^{\eta}$, and the corresponding code by $\mathcal{H}_{k, \theta}^{\eta}(g)$. Therefore, with the hypothesis of Proposition 7.3 , the code $\mathcal{H}_{k, \theta}^{\eta}(g)$ is an $[n, k, n-k+1]_{q^{m}}$ code, and it is given by

$$
\left\langle g+\eta \theta^{k}(g), \theta(g), \ldots, \theta^{k-1}(g)\right\rangle_{\mathbb{F}_{q^{m}}}
$$

This family of codes was given by Sheekey in [106], and it was first introduced only considering the $q$-Frobenius automorphism $\bar{\theta}$. In [106, Remark 9] and [74], it was generalized to any generator of $\operatorname{Gal}\left(\mathbb{F}_{q^{m}} / \mathbb{F}_{q}\right)$. Further generalizations were given in [86], where the codes obtained are only linear over the prime field, in [90], where more than one twist is considered and in [38]. We now give an overview on the last two constructions.

From now on we fix the following notation. Let $1 \leq k \leq n \leq m$ be integers. Choose $\ell \in \mathbb{N}$, which we call the number of twists. Let $\boldsymbol{h} \in\{0, \ldots, k-1\}^{\ell}$ and $\boldsymbol{t} \in\{1, \ldots, n-k\}^{\ell}$ such that the $h_{i}$ 's are distinct and the $t_{i}$ 's are distinct. Furthermore, let $\boldsymbol{\eta} \in\left(\mathbb{F}_{q^{m}}\right)^{\ell}$ and $\theta$ be a generator of $G=\operatorname{Gal}\left(\mathbb{F}_{q^{m}} / \mathbb{F}_{q}\right)$. We denote by $\mathcal{P}_{k, \theta}^{\eta, t, \boldsymbol{h}}$ the $\mathbb{F}_{q^{m}}$-subspace of the group algebra $\mathbb{F}_{q^{m}}[\theta]=\mathbb{F}_{q^{m}}[G]$
given by

$$
\mathcal{P}_{k, \theta}^{\eta, t, \boldsymbol{h}}:=\left\{f_{0} \mathrm{id}+f_{1} \theta+\ldots+f_{k-1} \theta^{k-1}+\sum_{j=1}^{\ell} \eta_{j} f_{h_{j}} \theta^{k-1+t_{j}} \mid f_{i} \in \mathbb{F}_{q^{m}}\right\}
$$

Definition 7.5. With the notation above, let moreover $g \in \mathbb{F}_{q^{m}}^{n}$ with $\operatorname{rk}_{q}(g)=n$. The generalized $\theta$-twisted Gabidulin code $\mathcal{P}_{k, \theta}^{\eta, t, \boldsymbol{h}}(g)$ is defined as

$$
\mathcal{P}_{k, \theta}^{\eta, t, h}(g):=\left\{\left(f\left(g_{1}\right), \ldots, f\left(g_{n}\right)\right) \mid f \in \mathcal{P}_{k, \theta}^{\eta, t, h}\right\} .
$$

Observe that the set $\mathcal{P}_{k, \theta}^{\eta, t, h}$ corresponds to the subset of $\theta$-polynomials given by

$$
\left\{f_{0} x+f_{1} x^{\theta}+\ldots+f_{k-1} x^{\theta^{k-1}}+\sum_{j=1}^{\ell} \eta_{j} f_{h_{j}} x^{\theta^{k-1+t_{j}}} \mid f_{i} \in \mathbb{F}_{q^{m}}\right\} .
$$

Moreover, generalized $\theta$-twisted Gabidulin codes are $\mathbb{F}_{q^{m}}$-linear by definition. In particular, the code $\mathcal{P}_{k, \theta}^{\eta, t, h}(g)$ can be written as

$$
\left\langle\left\{\theta^{h_{i}}(g)+\eta_{i} \theta^{k-1+t_{i}}(g) \mid i \in[\ell]\right\} \cup\left\{\theta^{i}(g) \mid i \in\{0, \ldots, k-1\} \backslash\left\{h_{1}, \ldots, h_{\ell}\right\}\right\}\right\rangle_{\mathbb{F}_{q^{m}}}
$$

In general, there is a sufficient MRD condition if the $g_{i}$ 's are chosen from a subfield $\mathbb{F}_{q^{r}} \subseteq \mathbb{F}_{q^{m}}$ with $r 2^{\ell} \mid m$ and a suitable choice of the $\eta_{i}$ [90] (see also [89, Chapter 7] for more details). Note that this gives codes of length $n \leq 2^{-\ell} m$. It is an open problem whether longer MRD codes exist for arbitrary $\boldsymbol{t}$ and $\boldsymbol{h}$. In the special case $\ell=1$, we write $t:=\boldsymbol{t}=t_{1} \in \mathbb{N}$ and $h:=\boldsymbol{h}=h_{1} \in \mathbb{N}_{0}$.

Here we give the last construction, due to Gabidulin in [38]. In that paper, he gave a new family of codes, dividing the construction in two cases, which we distinguish in Definitions 7.7 and 7.9

Definition 7.6. Let $1 \leq k \leq m$ be integers with $m-k>k$, let $\theta$ be a generator of $G=$ $\operatorname{Gal}\left(\mathbb{F}_{q^{m}} / \mathbb{F}_{q}\right)$ and $\eta \in \mathbb{F}_{q^{m}}$. We denote by $\mathcal{N}_{k, \theta}^{\eta, I}$ the $\mathbb{F}_{q^{m}}$-subspace of the group algebra $\mathbb{F}_{q^{m}}[\theta]=$ $\mathbb{F}_{q^{m}}[G]$ given by

$$
\mathcal{N}_{k, \theta}^{\eta, I}:=\left\langle\left\{\theta^{i}+\theta^{i}(\eta) \theta^{k+i} \mid i \in\{0, \ldots, k-1\}\right\}\right\rangle_{\mathbb{F}_{q^{m}}}
$$

Definition 7.7. With the same notation of Definition 7.6, let moreover $g \in \mathbb{F}_{q^{m}}^{n}$ with $\mathrm{rk}_{q}(g)=n$. The new $\theta$-Gabidulin code of first kind $\mathcal{N}_{k, \theta}^{\eta, I}(g)$ is defined as

$$
\mathcal{N}_{k, \theta}^{\eta, I}(g):=\left\{\left(f\left(g_{1}\right), \ldots, f\left(g_{n}\right)\right) \mid f \in \mathcal{N}_{k, \theta}^{\eta, I}\right\} .
$$

Observe that the new $\theta$-Gabidulin codes of first kind can be seen as a special case of gener-
alized $\theta$-twisted Gabidulin codes in the sense of Definition 7.5, with

$$
\ell=k, \quad h_{i}=i-1, \quad t_{i}=i, \quad \text { and } \quad \eta_{i}=\theta^{i-1}(\eta)
$$

for $i \in[k]$.
Definition 7.8. Let $1 \leq k \leq m$ be integers with $m-k \leq k$, let $\theta$ be a generator of $G=$ $\operatorname{Gal}\left(\mathbb{F}_{q^{m}} / \mathbb{F}_{q}\right)$ and $\eta \in \mathbb{F}_{q^{m}}$. We denote by $\mathcal{N}_{k, \theta}^{\eta, I I}$ the $\mathbb{F}_{q^{m}}$-subspace of the group algebra $\mathbb{F}_{q^{m}}[\theta]=$ $\mathbb{F}_{q^{m}}[G]$ given by

$$
\mathcal{N}_{k, \theta}^{\eta, I I}:=\left\langle\left\{\theta^{i}+\theta^{i}(\eta) \theta^{k+i} \mid i \in\{0, \ldots, m-k-1\}\right\} \cup\left\{\theta^{i} \mid m-k \leq i<k\right\}\right\rangle_{\mathbb{F}_{q^{m}}}
$$

Definition 7.9. With the same notation of Definition 7.8, let moreover $g \in \mathbb{F}_{q^{m}}^{n}$ with $\mathrm{rk}_{q}(g)=n$. The new $\theta$-Gabidulin code of second kind $\mathcal{N}_{k, \theta}^{\eta, I I}(g)$ is defined as

$$
\mathcal{N}_{k, \theta}^{\eta, I I}(g):=\left\{\left(f\left(g_{1}\right), \ldots, f\left(g_{n}\right)\right) \mid f \in \mathcal{N}_{k, \theta}^{\eta, I I}\right\}
$$

Also the new $\theta$-Gabidulin codes of second kind can be seen as a special case of generalized $\theta$-twisted Gabidulin codes in the sense of Definition 7.5, with

$$
\ell=m-k, \quad h_{i}=i-1, \quad t_{i}=i, \quad \text { and } \quad \eta_{i}=\theta^{i-1}(\eta)
$$

for $i \in[m-k]$.
Proposition 7.10. [38] Let $1 \leq k \leq m$ be integers, $\theta$ be a generator of $\operatorname{Gal}\left(\mathbb{F}_{q^{m}} / \mathbb{F}_{q}\right), g \in \mathbb{F}_{q^{m}}^{n}$ with $\mathrm{rk}_{q}(g)=n$. Suppose, moreover, that $\mathrm{N}_{\mathbb{F}_{q^{m}} / \mathbb{F}_{q}}(\eta) \neq(-1)^{k m}$.

1. If $m-k>k$, then the new $\theta$-Gabidulin code of first $\operatorname{kind} \mathcal{N}_{k, \theta}^{\eta, I}(g)$ is an $[n, k]_{q^{m}} M R D$ code.
2. If $m-k \leq k$, then the new $\theta$-Gabidulin code of second kind $\mathcal{N}_{k, \theta}^{\eta, I I}(g)$ is an $[n, k]_{q^{m}} M R D$ code.

### 7.2 Invariants

Let $\theta \in \operatorname{Gal}\left(\mathbb{F}_{q^{m}} / \mathbb{F}_{q}\right)$. In recent works, it has been noticed that the dimension of the code $C+\theta(C)$ is an invariant of an $[n, k]_{q^{m}}$ code $C$ under code equivalences ([51, 89, 23]). In [51], this dimension was used to derive a criterion for checking whether a given code is Gabidulin or not (see Theorem 4.12). In [89], it was used to show that some generalized $\theta$-twisted Gabidulin codes are inequivalent to known constructions. Moreover, in 43, Giuzzi and Zullo considered the dimensions of $C \cap \theta(C)$ and $C \cap \theta(C) \cap \theta^{2}(C)$, in order to give a distinguisher for twisted Gabidulin codes. We generalize these invariants here.

Lemma 7.11. 1. Let $0<s_{1}<\ldots<s_{r}<m$ be positive integers, $\theta$ be a generator of $\operatorname{Gal}\left(\mathbb{F}_{q^{m}} / \mathbb{F}_{q}\right)$ and let $C_{1}, C_{2}$ be two equivalent $[n, k]_{q^{m}}$ codes. Then, $\mathcal{S}_{1}:=C_{1}+\theta^{s_{1}}\left(C_{1}\right)+$ $\ldots+\theta^{s_{r}}\left(C_{1}\right)$ and $\mathcal{S}_{2}:=C_{2}+\theta^{s_{1}}\left(C_{2}\right)+\ldots+\theta^{s_{r}}\left(C_{2}\right)$ are equivalent. In particular, $\operatorname{dim} \mathcal{S}_{1}=$ $\operatorname{dim} \mathcal{S}_{2}$.
2. Let $0<t_{1}<\ldots<t_{r}<m$ be positive integers, $\theta$ be a generator of $\operatorname{Gal}\left(\mathbb{F}_{q^{m}} / \mathbb{F}_{q}\right)$ and let $C_{1}, C_{2}$ be two equivalent $[n, k]_{q^{m}}$ codes. Then, $\mathcal{T}_{1}:=C_{1} \cap \theta^{t_{1}}\left(C_{1}\right) \cap \ldots \cap \theta^{t_{r}}\left(C_{1}\right)$ is equivalent to $\mathcal{T}_{2}:=C_{2} \cap \theta^{t_{1}}\left(C_{2}\right) \cap \ldots \cap \theta^{t_{r}}\left(C_{2}\right)$. In particular, $\operatorname{dim} \mathcal{T}_{1}=\operatorname{dim} \mathcal{T}_{2}$.

Proof. Since $C_{1}$ and $C_{2}$ are equivalent, there exist $\tau \in \operatorname{Aut}\left(\mathbb{F}_{q^{m}}\right), A \in \mathrm{GL}_{n}\left(\mathbb{F}_{q}\right)$ such that $C_{1}=\tau\left(C_{2}\right) A$. Therefore,

$$
\begin{aligned}
C_{1}+\theta^{s_{1}}\left(C_{1}\right)+\ldots+\theta^{s_{r}}\left(C_{1}\right) & =\tau\left(C_{2}\right) A+\theta^{s_{1}}\left(\tau\left(C_{2}\right)\right) \theta^{s_{1}}(A)+\ldots+\theta^{s_{r}}\left(\tau\left(C_{2}\right)\right) \theta^{s_{r}}(A) \\
& \stackrel{(*)}{=} \tau\left(C_{2}\right) A+\tau\left(\theta^{s_{1}}\left(C_{2}\right)\right) A+\ldots+\tau\left(\theta^{s_{r}}\left(C_{2}\right)\right) A \\
& =\tau\left(C_{2}+\theta^{s_{1}}\left(C_{2}\right)+\ldots+\theta^{s_{r}}\left(C_{2}\right)\right) A,
\end{aligned}
$$

and

$$
\begin{aligned}
C_{1} \cap \theta^{t_{1}}\left(C_{1}\right) \cap \ldots \cap \theta^{t_{r}}\left(C_{1}\right) & =\tau\left(C_{2}\right) A \cap \theta^{t_{1}}\left(\tau\left(C_{2}\right)\right) \theta^{t_{1}}(A) \cap \ldots \cap \theta^{t_{r}}\left(\tau\left(C_{2}\right)\right) \theta^{t_{r}}(A) \\
& \stackrel{(*)}{=} \tau\left(C_{2}\right) A \cap \tau\left(\theta^{t_{1}}\left(C_{2}\right)\right) A \cap \ldots \cap \tau\left(\theta^{t_{r}}\left(C_{2}\right)\right) A \\
& =\tau\left(C_{2} \cap \theta^{t_{1}}\left(C_{2}\right) \cap \ldots \cap \theta^{t_{r}}\left(C_{2}\right)\right) A,
\end{aligned}
$$

where the equalities $(*)$ follow from the fact that $\operatorname{Aut}\left(\mathbb{F}_{q^{m}}\right)$ is a cyclic group, therefore abelian, $\operatorname{Gal}\left(\mathbb{F}_{q^{m}} / \mathbb{F}_{q}\right) \subseteq \operatorname{Aut}\left(\mathbb{F}_{q^{m}}\right)$ and $\theta$ leaves all the elements in $\mathbb{F}_{q}$ fixed.

Lemma 7.11 implies that if two $[n, k]_{q^{m}}$ codes $C_{1}, C_{2}$ have different dimensions of $\mathcal{S}_{1}$ and $\mathcal{S}_{2}$ (or of $\mathcal{T}_{1}$ and $\mathcal{T}_{2}$ ), then they must be inequivalent. Hence, checking the dimensions of $\mathcal{S}_{1}$ and $\mathcal{S}_{2}$ (or of $\mathcal{T}_{1}$ and $\mathcal{T}_{2}$ ) for different choices of the powers $s_{i}$ gives a sufficient condition for codes to be inequivalent. It is notable that computing the dimension of $C+\theta^{s_{1}}(C)+\ldots+\theta^{s_{r}}(C)$ of a code $C$ with generator matrix $G$ can be done by computing the rank of the $(r+1) k \times n$ matrix $\left(G^{\top}, \theta^{s_{1}}(G)^{\top}, \ldots, \theta^{s_{r}}(G)^{\top}\right)^{\top}$, which costs at most $\mathcal{O}\left(\max \left\{r^{2} k^{2} n, n^{2} r k\right\}\right)$ field operations. The dimension of $C \cap \theta^{s_{1}}(C) \cap \ldots \cap \theta^{s_{r}}(C)$ can be found by computing the rank of the $(r+1)(n-k) \times n$ matrix $\left(H^{\top}, \theta^{t_{1}}(H)^{\top}, \ldots, \theta^{t_{r}}(H)^{\top}\right)^{\top}$, where $H$ is a parity check matrix of $C$. This costs at most $\mathcal{O}\left(\max \left\{r^{2}(n-k)^{2} n, n^{2}(n-k) r\right\}\right)$ field operations.

In the following, we restrict to the special case of consecutive $s_{i}=t_{i}=i$, since in this case, we have additional interesting properties. Motivated by Lemma 7.11, we introduce the following setting and definitions. Let $\mathcal{P}_{q^{m}}(n)$ denote the set of all $\mathbb{F}_{q^{m}}$-subspaces of $\mathbb{F}_{q^{m}}^{n}$. For
any automorphism $\sigma \in \operatorname{Gal}\left(\mathbb{F}_{q^{m}} / \mathbb{F}_{q}\right)$ and integer $0 \leq i \leq n$, we consider the maps

$$
\begin{aligned}
\mathcal{S}_{i}^{\sigma}: \mathcal{P}_{q^{m}}(n) & \longrightarrow \mathcal{P}_{q^{m}}(n) \\
C & \longmapsto \sum_{j=0}^{i} \sigma^{j}(C), \\
\mathcal{T}_{i}^{\sigma}: \mathcal{P}_{q^{m}}(n) & \longrightarrow \mathcal{P}_{q^{m}}(n) \\
C & \longmapsto \bigcap_{j=0}^{i} \sigma^{j}(C),
\end{aligned}
$$

and the integers

$$
\begin{aligned}
s_{i}^{\sigma}(C) & :=\operatorname{dim}\left(\mathcal{S}_{i}^{\sigma}(C)\right), & t_{i}^{\sigma}(C) & :=\operatorname{dim}\left(\mathcal{T}_{i}^{\sigma}(C)\right), \\
\Delta_{i}^{\sigma}(C) & :=s_{i+1}^{\sigma}(C)-s_{i}^{\sigma}(C), & \Lambda_{i}^{\sigma}(C) & :=t_{i}^{\sigma}(C)-t_{i+1}^{\sigma}(C) .
\end{aligned}
$$

Definition 7.12. With the notation above:

1. $s_{i}^{\sigma}(C)$ is called the $i$-th $\sigma$-sum-dimension of $C$, and $\Delta_{i}^{\sigma}(C)$ the $i$-th $\sigma$-sum-increment of $C$.
2. $t_{i}^{\sigma}(C)$ is called the $i$-th $\sigma$-intersection-dimension of $C$, and $\Lambda_{i}^{\sigma}(C)$ the $i$-th $\sigma$-intersectiondecrease of $C$.

As a consequence of Lemma 7.11, we get that the sequences $\left\{s_{i}^{\sigma}(C)\right\},\left\{\Delta_{i}^{\sigma}(C)\right\},\left\{t_{i}^{\sigma}(C)\right\}$ and $\left\{\Lambda_{i}^{\sigma}(C)\right\}$ are invariants of linear rank metric codes, i.e. they are stable under code equivalence.

A first property that we show is that the maps $\mathcal{S}_{i}^{\sigma}$ and $\mathcal{T}_{i}{ }^{\sigma}$ are connected by a duality relation, which is explained in the followng result.

Proposition 7.13. Let $C$ be an $[n, k]_{q^{m}}$ code. Then $\mathcal{T}_{i}^{\sigma}(C)^{\perp}=\mathcal{S}_{i}^{\sigma}\left(C^{\perp}\right)$. In particular, $t_{i}^{\sigma}(C)=$ $n-s_{i}^{\sigma}\left(C^{\perp}\right)$ and $\Lambda_{i}^{\sigma}(C)=\Delta_{i}^{\sigma}\left(C^{\perp}\right)$.

Proof. Since $\sigma\left(C^{\perp}\right)=\sigma(C)^{\perp}$, we get

$$
\mathcal{T}_{i}^{\sigma}(C)^{\perp}=\left(\bigcap_{j=0}^{i} \sigma^{j}(C)\right)^{\perp}=\sum_{j=0}^{i}\left(\sigma^{j}(C)^{\perp}\right)=\sum_{j=0}^{i}\left(\sigma^{j}\left(C^{\perp}\right)\right)=\mathcal{S}_{i}^{\sigma}\left(C^{\perp}\right)
$$

The equalities $t_{i}^{\sigma}(C)=n-s_{i}^{\sigma}\left(C^{\perp}\right)$ and $\Lambda_{i}^{\sigma}(C)=\Delta_{i}^{\sigma}\left(C^{\perp}\right)$ immediately follow, using the fact that $\operatorname{dim}\left(U^{\perp}\right)=n-\operatorname{dim}(U)$, for any $U \in \mathcal{P}_{q^{m}}(n)$.

Proposition 7.14. Let $C \subseteq \mathbb{F}_{q^{m}}^{n}$ be an $[n, k]_{q^{m}}$ code. Then:

1. $k=s_{0}^{\sigma}(C) \leq s_{1}^{\sigma}(C) \leq \ldots \leq s_{n-k}^{\sigma}(C) \leq n$.
2. $\mathcal{S}_{i}^{\sigma} \circ \mathcal{S}_{j}^{\sigma}=\mathcal{S}_{i+j}^{\sigma}$.
3. $s_{i}^{\sigma}(C)=s_{i+1}^{\sigma}(C)$ if and only if $\mathcal{S}_{i}^{\sigma}(C)$ has a basis of elements in $\mathbb{F}_{q}^{n}$.
4. If $s_{i}^{\sigma}(C)=s_{i+1}^{\sigma}(C)$ then $s_{i+j}^{\sigma}(C)=s_{i}^{\sigma}(C)$ for all $j \geq 0$.
5. $s_{n-k}^{\sigma}(C)=s_{n-k+j}^{\sigma}(C)$ for all $j \geq 0$.
6. $k \geq \Delta_{0}^{\sigma}(C) \geq \Delta_{i}^{\sigma}(C) \geq \ldots \geq \Delta_{n-k}^{\sigma}(C)=0$.

Proof. 1. Follows from $\mathcal{S}_{i}^{\sigma}(C) \subseteq \mathcal{S}_{i+1}^{\sigma}(C) \subseteq \mathbb{F}_{q^{m}}^{n}$.
2. It holds that $\mathcal{S}_{i}^{\sigma}\left(\mathcal{S}_{j}^{\sigma}(C)\right)=\sum_{\ell=0}^{i} \sigma^{\ell}\left(\mathcal{S}_{j}^{\sigma}(C)\right)=\sum_{\ell=0}^{i} \sum_{r=0}^{j} \sigma^{\ell+r}(C)=\sum_{h=0}^{i+j} \sigma^{h}(C)=$ $\mathcal{S}_{i+j}^{\sigma}(C)$.
3. Suppose $s_{i}^{\sigma}(C)=s_{i+1}^{\sigma}(C)$, then $\mathcal{S}_{i}^{\sigma}(C)=\mathcal{S}_{i+1}^{\sigma}(C)$, and by part 2 , we get $\mathcal{S}_{1}^{\sigma}\left(\mathcal{S}_{i}^{\sigma}(C)\right)=$ $\mathcal{S}_{i}^{\sigma}(C)$. This is true if and only if $\sigma\left(\mathcal{S}_{i}^{\sigma}(C)\right)=\mathcal{S}_{i}^{\sigma}(C)$, and we can conclude using [51, Lemma 4.5].
4. $s_{i}^{\sigma}(C)=s_{i+1}^{\sigma}(C)$ implies that $\sigma\left(\mathcal{S}_{i}^{\sigma}(C)\right)=\mathcal{S}_{i}^{\sigma}(C)$, and therefore, $\mathcal{S}_{i+j}^{\sigma}(C)=\sigma^{j}\left(\mathcal{S}_{i}^{\sigma}(C)\right)=$ $\mathcal{S}_{i}^{\sigma}(C)$ for all $j \geq 0$.
5. Given an $[n, k]_{q^{m}}$ code $C$, let $r^{\sigma}(C)=\min \left\{i \mid s_{i}^{\sigma}(C)=s_{i+1}^{\sigma}(C)\right\}$. If $r^{\sigma}(C) \leq n-k$, then by part 4 we can conclude. Suppose by contradiction that $r^{\sigma}(C)>n-k$. Then we get a chain $k=s_{0}^{\sigma}(C)<s_{1}^{\sigma}(C)<\ldots<s_{n-k}^{\sigma}(C)<s_{n-k+1}^{\sigma}(C)$. This implies that $s_{i}^{\sigma}(C) \geq k+i$, and in particular $s_{n-k+1}^{\sigma}(C) \geq k+n-k+1=n+1$, but this is impossible since $\mathcal{S}_{n-k+1}^{\sigma}(C) \subseteq \mathbb{F}_{q^{m}}^{n}$.
6. First we prove that $\Delta_{1}^{\sigma}(C) \leq k$. We have $\mathcal{S}_{1}^{\sigma}(C)=C+\sigma(C)$ and thus $s_{1}^{\sigma}(C)=\operatorname{dim}(C+$ $\sigma(C)) \leq \operatorname{dim}(C)+\operatorname{dim}(\sigma(C))=s_{0}^{\sigma}(C)+k$. Now, suppose $s_{i+1}^{\sigma}(C)=s_{i}^{\sigma}(C)+\ell$. Then $\operatorname{dim}\left(\mathcal{S}_{i}^{\sigma}(C)+\sigma\left(\mathcal{S}_{i}^{\sigma}(C)\right)\right)=\operatorname{dim}\left(\mathcal{S}_{i}^{\sigma}(C)\right)+\ell$. This implies that $\sigma\left(\mathcal{S}_{i}^{\sigma}(C)\right)=W+U$, where $W \subseteq \mathcal{S}_{i}^{\sigma}(C), U \cap \mathcal{S}_{i}^{\sigma}(C)=\{0\}$ and $\operatorname{dim} U=\ell$. Hence, $\mathcal{S}_{i+2}^{\sigma}(C)=\mathcal{S}_{1}^{\sigma}\left(\mathcal{S}_{i+1}^{\sigma}(C)\right)=\mathcal{S}_{i+1}^{\sigma}(C)+$ $\sigma\left(\mathcal{S}_{i+1}^{\sigma}(C)\right)=\mathcal{S}_{i}^{\sigma}(C)+U+\sigma\left(\mathcal{S}_{i}^{\sigma}(C)\right)+\sigma(U)$. However, $U \subseteq \sigma\left(\mathcal{S}_{i}^{\sigma}(C)\right)$, and therefore $\mathcal{S}_{i+2}^{\sigma}(C)=\mathcal{S}_{i}^{\sigma}(C)+\sigma\left(\mathcal{S}_{i}^{\sigma}(C)\right)+\sigma(U)=\mathcal{S}_{i+1}^{\sigma}(C)+\sigma(U)$. Since $\operatorname{dim} \sigma(U)=\operatorname{dim}(U)=\ell$, we conclude.

It is easy to see from the definition and from Proposition 7.14 , that the $\Delta_{i}^{\theta}(C)$ 's and the $s_{i}^{\theta}(C)$ 's satisfy the following relations:

$$
\begin{array}{cl}
\Delta_{i}^{\sigma}(C)=s_{i+1}^{\sigma}(C)-s_{i}^{\sigma}(C), & s_{i}^{\sigma}(C)=k+\sum_{j=0}^{i-1} \Delta_{j}^{\sigma}(C) \\
s_{0}^{\sigma}(C)=k, & \Delta_{n-k}^{\sigma}(C)=0 \tag{7.1}
\end{array}
$$

Now we state an analogous result for the $\sigma$-intersection sequences $\left\{t_{i}^{\sigma}(C)\right\}$ and $\left\{\Lambda_{i}^{\sigma}(C)\right\}$ of an $[n, k]_{q^{m}}$ code $C$.

Proposition 7.15. Let $C \subseteq \mathbb{F}_{q^{m}}^{n}$ be an $[n, k]_{q^{m}}$ code. Then:

1. $k=t_{0}^{\sigma}(C) \geq t_{1}^{\sigma}(C) \geq \ldots \geq t_{k}^{\sigma}(C) \geq 0$.
2. $\mathcal{T}_{i}{ }^{\sigma} \circ \mathcal{T}_{j}{ }^{\sigma}=\mathcal{T}_{i+j}{ }^{\sigma}$.
3. $t_{i}^{\sigma}(C)=t_{i+1}^{\sigma}(C)$ if and only if $\mathcal{T}_{i}^{\sigma}(C)$ has a basis of elements in $\mathbb{F}_{q}^{n}$.
4. If $t_{i}^{\sigma}(C)=t_{i+1}^{\sigma}(C)$ then $t_{i+j}^{\sigma}(C)=t_{i}^{\sigma}(C)$ for all $j \geq 0$.
5. $t_{k}^{\sigma}(C)=t_{k+j}^{\sigma}(C)$ for all $j \geq 0$.
6. $k \geq \Lambda_{0}^{\sigma}(C) \geq \Lambda_{1}^{\sigma}(C) \geq \ldots \geq \Lambda_{k}^{\sigma}(C)=0$.

Proof. It directly follows from Proposition 7.14 and the duality result of Proposition 7.13 .
From Proposition 7.15, we also get that the $\Lambda_{i}^{\theta}(C)$ 's and the $t_{i}^{\theta}(C)$ 's satisfy the following relations:

$$
\begin{gather*}
\Lambda_{i}^{\sigma}(C)=t_{i}^{\sigma}(C)-t_{i+1}^{\sigma}(C),  \tag{7.2}\\
t_{0}^{\sigma}(C)=k, \\
t_{i}^{\sigma}(C)=k-\sum_{j=0}^{i-1} \Delta_{j}^{\sigma}(C), \\
\hline
\end{gather*}
$$

Remark 7.16. The sequence $\left\{\mathcal{S}_{i}^{\sigma}(C)\right\}_{i=0}^{m}$ was already considered in [87], and following works, to retrieve the structure of a Gabidulin code (i.e., the vector $g$ ) from an obfuscated generator matrix thereof, which led to an efficient attack on a cryptosystem based on Gabidulin codes. To the best of our knowledge, it has so far not been used to study inequivalences of rank-metric codes.

Proposition 7.17. Let $C$ be an $[n, k]_{q^{m}}$ code. Then:

1. $t_{1}^{\sigma}(C)=2 k-s_{1}^{\sigma}(C)$.
2. $\Delta_{0}^{\sigma}(C)=\Lambda_{0}^{\sigma}(C)$.

Proof. 1. We have $\mathcal{T}_{1}^{\sigma}(C)=\mathcal{C} \cap \sigma(C)$ and thus $t_{1}^{\sigma}(C)=\operatorname{dim}(C \cap \sigma(C))=\operatorname{dim}(C)+$ $\operatorname{dim}(\sigma(C))-s_{1}^{\sigma}(C)=2 k-s_{1}^{\sigma}(C)$.
2. $\Delta_{0}^{\sigma}(C)=s_{1}^{\sigma}(C)-s_{0}^{\sigma}(C)=s_{1}^{\sigma}(C)-k=k-t_{1}^{\sigma}(C)=t_{0}^{\sigma}(C)-t_{1}^{\sigma}(C)=\Lambda_{0}^{\sigma}(C)$.

In the following subsections, we explicitly compute the sequences $\left\{s_{i}^{\sigma}(C)\right\}_{i=0}^{m}$ and $\left\{t_{i}^{\sigma}(C)\right\}_{i=0}^{m}$ for $\theta$-Gabidulin and $\theta$-twisted Gabidulin codes. For these families of codes, in the case $n=m$, this implies the exact number of pairwise inequivalent codes in the respective code family. For $\theta$-Gabidulin codes, some lower and upper bounds on this number will be also provided. This will be explained in details in Subsection 7.3.1.

### 7.2.1 The Sequences for Gabidulin Codes

In the following, we are going to study the properties of the sequences introduced above in the case when the code considered is a Gabidulin code.

Proposition 7.18. Let $C:=\mathcal{G}_{k, \theta}(g)$ be a $\theta$-Gabidulin code and $i \in \mathbb{N}$.

1. If $0 \leq \ell \leq k$, then $\mathcal{S}_{i}^{\theta^{\ell}}(C)=\mathcal{S}_{i \ell}^{\theta}(C)=\mathcal{G}_{k+i \ell, \theta}(g)$ and $s_{i}^{\theta^{\ell}}(C)=\min \{k+i \ell, n\}$.
2. If $m-k \leq \ell<m$, then $\mathcal{S}_{i}^{\theta^{\ell}}(C)=\mathcal{G}_{k+i(m-\ell), \theta^{-1}}\left(\theta^{k-1}(g)\right)$ and $s_{i}^{\theta^{\ell}}(C)=\min \{k+i(m-\ell), n\}$.
3. If $k<\ell \leq n-k$, then $s_{1}^{\theta^{\ell}}(C)=2 k$.
4. If $\ell>k$ and $\ell>n-k$, then $s_{1}^{\theta^{\ell}}(C) \geq k+n-\ell$.
5. If $k<m-\ell \leq n-k$, then $s_{1}^{\theta^{\ell}}(C)=2 k$.
6. If $m-\ell>k$ and $m-\ell>n-k$, then $s_{1}^{\theta^{\ell}}(C) \geq k+n-m+\ell$.
7. If $m=n$, and $0 \leq \ell \leq m-1$, then $s_{1}^{\theta^{\ell}}(C)=\min \{r, n\}$, where

$$
r=\left\{\begin{array}{ll}
k+\ell & \text { if } 0 \leq \ell \leq k \\
k+m-\ell & \text { if } m-k \leq \ell \leq m-1 \\
2 k & \text { if } k+1 \leq \ell \leq m-k-1
\end{array} .\right.
$$

Proof. 1. Let $0 \leq \ell \leq k$. Then $\mathcal{S}_{i}^{\theta^{\ell}}(C)=\left\langle g, \theta(g), \ldots, \theta^{k-1}(g), \theta^{k}(g), \ldots, \theta^{k+i \ell-1}(g)\right\rangle=$ $\mathcal{G}_{k+i \ell, \theta}(g)$. The computation of $s_{i}^{\theta^{\ell}}(C)$ follows from Corollary 1.21 .
2. If $m-k \leq \ell \leq m-1$, then one considers that $\mathcal{G}_{k, \theta}(g)=\mathcal{G}_{k, \theta^{-1}}\left(\theta^{k-1}(g)\right)$, by Proposition 4.8 and applying $\theta^{\ell}=\left(\theta^{-1}\right)^{m-\ell}$, with $0 \leq m-\ell \leq k$. The computation of $s_{i}^{\theta^{\ell}}(C)$ follows again from Corollary 1.21 .
3. If $\ell>k$ and $k \leq n-\ell$, then $\mathcal{S}_{1}^{\theta^{\ell}}(C)=\left\langle g, \theta(g), \ldots, \theta^{k-1}(g), \theta^{\ell}(g), \ldots, \theta^{\ell+k-1}(g)\right\rangle$ and by Corollary 1.21 it has dimension $2 k$.
4. If $\ell>k$ and $k+\ell>n$, then $\mathcal{S}_{1}^{\theta^{\ell}}(C) \supseteq\left\langle g, \theta(g), \ldots, \theta^{k-1}(g), \theta^{\ell}(g), \ldots, \theta^{n-1}(g)\right\rangle$, which has dimension $k+n-\ell$, by Corollary 1.21 .
5. The claim follows considering that $\mathcal{G}_{k, \theta}(g)=\mathcal{G}_{k, \theta^{-1}}\left(\theta^{k-1}(g)\right)$ and $\theta^{\ell}=\left(\theta^{-1}\right)^{m-\ell}$ by Proposition 4.8, and using part 3.
6. The claim follows considering that $\mathcal{G}_{k, \theta}(g)=\mathcal{G}_{k, \theta^{-1}}\left(\theta^{k-1}(g)\right)$ and $\theta^{\ell}=\left(\theta^{-1}\right)^{m-\ell}$ by Proposition 4.8, and using part 4.
7. If $0 \leq \ell \leq k$ or $m-k \leq \ell \leq m-1$, the claim holds by parts 1 and 2. On the other hand, the case $k+1 \leq \ell \leq m-k-1$ follows from parts 3 and 5 .

Proposition 7.19. Let $C:=\mathcal{G}_{k, \theta}(g)$ be a $\theta$-Gabidulin code and $i \in \mathbb{N}$.

1. If $0 \leq \ell \leq k$, then $\mathcal{T}_{i}^{\theta^{\ell}}(C)=\mathcal{T}_{i \ell}^{\theta}(C)=\mathcal{G}_{r, \theta}\left(\theta^{k-r}(g)\right)$ and $t_{i}^{\theta^{\ell}}(C)=r$, where $r=\max \{k-$ $i \ell, 0\}$.
2. If $m-k \leq \ell<m$, then $\mathcal{T}_{i}^{\theta^{\ell}}(C)=\mathcal{G}_{r, \theta^{-1}}\left(\theta^{r-1}(g)\right)$ and $s_{i}^{\theta^{\ell}}(C)=r$ where $r=\max \{k-$ $i(m-\ell), 0\}$.
3. If $k<\ell \leq n-k$, then $t_{1}^{\theta^{\ell}}(C)=0$.
4. If $\ell>k$ and $\ell>n-k$, then $t_{1}^{\theta^{\ell}}(C) \leq k-n+\ell$.
5. If $k<m-\ell \leq n-k$, then $t_{1}^{\theta^{\ell}}(C)=0$.
6. If $m-\ell>k$ and $m-\ell>n-k$, then $t_{1}^{\theta^{\ell}}(C) \leq k-n+m-\ell$.
7. If $m=n$, and $0 \leq \ell \leq m-1$, then $t_{1}^{\theta^{\ell}}(C)=\min \{r, n\}$, where

$$
r= \begin{cases}k-\ell & \text { if } 0 \leq \ell \leq k \\ k-m+\ell & \text { if } m-k \leq \ell \leq m-1 \\ 0 & \text { if } k+1 \leq \ell \leq m-k-1\end{cases}
$$

Proof. 1. It is enough to prove it for $i=1$, then the claim follows by induction, since $\mathcal{T}_{i+1}^{\theta^{\ell}}=\mathcal{T}_{1}^{\theta^{\ell}} \circ \mathcal{T}_{i}^{\theta^{\ell}}$ by part 2 of Proposition 7.15. We have $\mathcal{T}_{1}^{\theta^{\ell}}(C)=\left\langle g, \ldots, \theta^{k-1}(g)\right\rangle \cap$ $\left\langle\theta^{\ell}(g), \ldots, \theta^{k+\ell-1}(g)\right\rangle \supseteq\left\langle\theta^{\ell}(g), \ldots, \theta^{k-1}(g)\right\rangle$. The equality follows by comparing the dimensions, using part 1 of Proposition 7.17, and part 1 of Proposition 7.14.
2. It follows form part 1, Proposition 4.8, and writing $\theta^{\ell}=\left(\theta^{-1}\right)^{m-\ell}$.
3.-7. They follow from part 1 of Proposition 7.17, and parts $3-7$ of Proposition 7.14 ,

### 7.2.2 The Sequences for Twisted Gabidulin Codes

In this subsection we analyze the family of $[n, k]_{q^{m}}$ twisted Gabidulin codes, i.e. those which are linear over $\mathbb{F}_{q^{m}}$. We first give some results on $\theta$-twisted Gabidulin codes.

Lemma 7.20. Let $\theta$ be a generator of $\operatorname{Gal}\left(\mathbb{F}_{q^{m}} / \mathbb{F}_{q}\right), g \in \mathbb{F}_{q^{m}}^{n}$ with $\operatorname{rk}_{q}(g)=n$, and let $D:=$ $\operatorname{det}\left(M_{n, \theta}(g)\right)$. Then there exist $\lambda_{0}, \ldots, \lambda_{n-1} \in \mathbb{F}_{q^{m}}^{n}$ with $\lambda_{0}=(-1)^{n-1} \frac{\theta(D)}{D}$ such that

$$
\theta^{n}(g)=\sum_{i=0}^{n-1} \lambda_{i} \theta^{i}(g)
$$

Proof. By Corollary 1.21 we have

$$
\mathbb{F}_{q^{m}}^{n}=\left\langle g, \theta(g), \ldots, \theta^{n-1}(g)\right\rangle=\left\langle\theta(g), \theta^{2}(g), \ldots, \theta^{n}(g)\right\rangle
$$

This means that $\theta^{n}(g)=\sum_{i=0}^{n-1} \lambda_{i} \theta^{i}(g)$, with $\lambda_{0} \in \mathbb{F}_{q^{m}}^{*}$. Moreover, we can compute

$$
\begin{aligned}
\theta(D) & =\theta\left(\operatorname{det}\left(M_{n, \theta}(g)\right)\right)=\operatorname{det}\left(\theta\left(M_{n, \theta}(g)\right)\right)=\operatorname{det}\left(M_{n, \theta}(\theta(g))\right) \\
& =\operatorname{det}\left(\begin{array}{c}
\theta(g) \\
\theta^{2}(g) \\
\vdots \\
\theta^{n}(g)
\end{array}\right)=\operatorname{det}\left(\begin{array}{c}
\theta(g) \\
\theta^{2}(g) \\
\vdots \\
\sum_{i} \lambda_{i} \theta^{i}(g)
\end{array}\right)=\sum_{i=0}^{n-1} \lambda_{i} \operatorname{det}\left(\begin{array}{c}
\theta(g) \\
\theta^{2}(g) \\
\vdots \\
\theta^{i}(g)
\end{array}\right) \\
& =\lambda_{0} \operatorname{det}\left(\begin{array}{c}
\theta(g) \\
\theta^{2}(g) \\
\vdots \\
g
\end{array}\right)=\lambda_{0}(-1)^{n-1} \operatorname{det}\left(\begin{array}{c}
g \\
\theta(g) \\
\vdots \\
\theta^{n-1}(g)
\end{array}\right)=\lambda_{0}(-1)^{n-1} D .
\end{aligned}
$$

Since by Corollary $1.21 D \neq 0$, we get the desired result.
Theorem 7.21. Let $k, n, m$ be positive integers such that $2 \leq k \leq n-2$ and $n \leq m$. Let $g \in \mathbb{F}_{q^{m}}^{n}$ with $\operatorname{rk}_{q}(g)=n, \eta \in \mathbb{F}_{q^{m}}^{*}$ with $\mathrm{N}_{\mathbb{F}_{q^{m}} / \mathbb{F}_{q}}(\eta) \neq(-1)^{k m}$ and consider the $\theta$-twisted Gabidulin code $C:=\mathcal{H}_{k, \theta}^{\eta}(g)$. Then, for any non-zero $h \in \mathcal{G}_{n-1, \theta}\left(\theta^{-(n-k-1)}(g)\right)^{\perp}$, we have $C^{\perp}=\mathcal{H}_{n-k, \theta}^{\eta^{\prime}}(h)$, where

$$
\eta^{\prime}=(-1)^{n} \eta \frac{\theta^{k-n+1}(D)}{\theta^{k-n}(D)} \frac{\theta^{k-n}\left(\left\langle\theta^{n-k}(h) ; g\right\rangle\right)}{\left\langle\theta^{n-k}(h) ; g\right\rangle}
$$

and $D:=\operatorname{det}\left(M_{n, \theta}(g)\right)$. Moreover $\mathrm{N}_{\mathbb{F}_{q^{m}} / \mathbb{F}_{q}}\left(\eta^{\prime}\right)=(-1)^{n m} \mathrm{~N}_{\mathbb{F}_{q^{m}} / \mathbb{F}_{q}}(\eta)$.
Proof. Let $h \in \mathbb{F}_{q^{m}}^{n}$ be any non-zero vector in $\mathcal{G}_{n-1, \theta}\left(\theta^{-(n-k-1)}(g)\right)^{\perp}$. This means that

$$
\begin{equation*}
\left\langle h ; \theta^{i}(g)\right\rangle=0, \text { for any } k+1-n \leq i \leq k-1 . \tag{7.3}
\end{equation*}
$$

Therefore, for any $1 \leq i \leq n-k-1,0 \leq j \leq k$, we have that $\left\langle\theta^{i}(h) ; \theta^{j}(g)\right\rangle=\theta^{i}\left(\left\langle h ; \theta^{j-i}(g)\right\rangle\right)=0$, since $k+1-n \leq j-i \leq k-1$. We only need to check the condition on $\eta^{\prime}$ such that $h+\eta^{\prime} \theta^{n-k}(h) \in$ $C^{\perp}$. First we get that both $h$ and $\theta^{n-k}(h)$ are orthogonal to $\theta^{j}(g)$, for $1 \leq j \leq k-1$ by (7.3). Finally, we have

$$
\begin{aligned}
\left\langle h+\eta^{\prime} \theta^{n-k}(h) ; g+\eta \theta^{k}(g)\right\rangle & =\langle h ; g\rangle+\eta\left\langle h ; \theta^{k}(g)\right\rangle+\eta^{\prime}\left\langle\theta^{n-k}(h) ; g\right\rangle+\eta \eta^{\prime}\left\langle\theta^{n-k}(h) ; \theta^{k}(g)\right\rangle \\
& =0+\eta\left\langle h ; \theta^{k}(g)\right\rangle+\eta^{\prime}\left\langle\theta^{n-k}(h) ; g\right\rangle+0 .
\end{aligned}
$$

We observe that $\left\langle\theta^{n-k}(h) ; \theta^{k}(g)\right\rangle \neq 0$, otherwise we would have $h$ orthogonal to a basis of $\mathbb{F}_{q^{m}}^{n}$.

Hence, $h+\eta^{\prime} \theta^{n-k}(h) \in C^{\perp}$ if and only if

$$
\begin{aligned}
\eta^{\prime} & =-\eta \frac{\left\langle h ; \theta^{k}(g)\right\rangle}{\left\langle\theta^{n-k}(h) ; g\right\rangle} \\
& =-\eta \frac{\theta^{k-n}\left(\left\langle\theta^{n-k}(h) ; \theta^{n}(g)\right\rangle\right)}{\left\langle\theta^{n-k}(h) ; g\right\rangle} \\
& =-\eta \frac{\theta^{k-n}\left(\sum_{i=0}^{n-1} \lambda_{i}\left\langle\theta^{n-k}(h) ; \theta^{i}(g)\right)\right.}{\left\langle\theta^{n-k}(h) ; g\right\rangle} \\
& =-\eta \frac{\theta^{k-n}\left(\lambda_{0}\left\langle\theta^{n-k}(h) ; g\right\rangle\right.}{\left\langle\theta^{n-k}(h) ; g\right\rangle} \\
& =(-1)^{n} \eta \frac{\theta^{k-n+1}(D)}{\theta^{k-n}(D)} \frac{\theta^{k-n}\left(\left\langle\theta^{n-k}(h) ; g\right\rangle\right)}{\left\langle\theta^{n-k}(h) ; g\right\rangle}
\end{aligned}
$$

where the last three equalities follow from Lemma 7.20 , and 7.3 . The computation of the norm derives from Lemma 1.16 .

Let $F$ be the set of generators of $\operatorname{Gal}\left(\mathbb{F}_{q^{m}} / \mathbb{F}_{q}\right)$. We denote by $\operatorname{TGab}_{q}(k, n, m, \theta)$ the set of all $[n, k]_{q^{m}} \theta$-twisted Gabidulin codes, and by $\operatorname{TGab}_{q}(k, n, m)$ the set of all $[n, k]_{q^{m}}$ twisted Gabidulin codes i.e.

$$
\begin{aligned}
\operatorname{TGab}_{q}(k, n, m, \theta):=\left\{\mathcal{U} \in \operatorname{Gr}\left(k, \mathbb{F}_{q^{m}}^{n}\right) \mid\right. & \mathcal{U}=\mathcal{H}_{k, \theta}^{\eta}(g) \text { for some } \eta \in \mathbb{F}_{q^{m}}^{*} \text { and } g \in \mathbb{F}_{q^{m}}^{n} \\
& \text { with } \left.\mathrm{N}_{\mathbb{F}_{q^{m}} / \mathbb{F}_{q}}(\eta) \neq(-1)^{k m} \text { and } \mathrm{rk}_{q}(g)=n\right\}
\end{aligned}
$$

$$
\begin{aligned}
\operatorname{TGab}_{q}(k, n, m) & :=\left\{\mathcal{U} \in \operatorname{Gr}\left(k, \mathbb{F}_{q^{m}}^{n}\right) \mid \mathcal{U} \text { is a } \theta \text {-twisted Gabidulin code for some } \theta \in F\right\} \\
& =\bigcup_{\theta \in F} \operatorname{TGab}_{q}(k, n, m, \theta)
\end{aligned}
$$

As for $\theta$-Gabidulin codes, one can find the exact number of $\theta$-twisted Gabidulin codes for given $\theta$ generator of $\operatorname{Gal}\left(\mathbb{F}_{q^{m}} / \mathbb{F}_{q}\right)$.

Theorem 7.22. Let $u, v \in \mathbb{F}_{q^{m}}^{n}$ be two vectors such that $\operatorname{rk}_{q}(u)=\operatorname{rk}_{q}(v)=n$. Then, for any $\theta$ generator of $\operatorname{Gal}\left(\mathbb{F}_{q^{m}} / \mathbb{F}_{q}\right)$ and $\eta, \eta^{\prime} \in \mathbb{F}_{q^{m}}^{*}, \mathcal{H}_{k, \theta}^{\eta}(u)=\mathcal{H}_{k, \theta}^{\eta^{\prime}}(v)$ if and only if there exists $\lambda \in \mathbb{F}_{q^{m}}^{*}$ such that $u=\lambda v$ and $\eta^{\prime}=\eta \frac{\theta^{k}(\lambda)}{\lambda}$.

Proof. We divide the proof in three cases.
$\underline{\text { Case } 3 \leq k \leq \frac{n}{2}}$ : Suppose that $C:=\mathcal{H}_{k, \theta}^{\eta}(u)=\mathcal{H}_{k, \theta}^{\eta^{\prime}}(v)$. Then $\theta(u)$ can be written as

$$
\theta(u)=\sum_{i=1}^{k-1} \lambda_{i} \theta^{i}(v)+\lambda_{k}\left(v+\eta^{\prime} \theta^{k}(v)\right)
$$

for some $\lambda_{i} \in \mathbb{F}_{q^{m}}$ not all zeros. Let $r:=\max \left\{i \in[k] \mid \lambda_{i} \neq 0\right\}$. If $r=k$, then we would have $\theta(\theta(u))=\theta\left(\lambda_{k}\left(v+\eta^{\prime} \theta^{k}(v)\right)\right)+\theta\left(\sum_{i=1}^{k-1} \lambda_{i} \theta^{i}(v)\right) \in C$, but this is not possible, since we would have
$C=\left\langle v+\eta^{\prime} \theta^{k}(v), \theta(v), \ldots, \theta^{k-1}(v), \theta^{k+1}(v)+\mu \theta^{k}(v)\right\rangle$, for some $\mu \in \mathbb{F}_{q^{m}}$, which has dimension $k+1$ by Corollary 1.21 . Then $r<k$. Suppose that $r>1$, then $0<k-r<k$ and $\theta^{k-r}(\theta(u)) \in C$, and we obtain

$$
\theta^{k-r}(\theta(u))=\sum_{i=1}^{r} \theta^{k-r}\left(\lambda_{i}\right) \theta^{k-r+i}(v) \in C
$$

Also in this case, we obtain $C=\left\langle v, \theta(v), \ldots, \theta^{k-1}(v), \theta^{k}(v)\right\rangle$, which has dimension $k+1$ by Corollary 1.21 Hence the only possibility is $r=1$, i.e. $\theta(u)=\lambda_{1} \theta(v)$, or equivalently, $u=$ $\lambda v$ for some $\lambda \in \mathbb{F}_{q^{m}}^{*}$. It remains to study the conditions on $\eta$ and $\eta^{\prime}$. At this point we have $C=\left\langle v+\eta^{\prime} \theta^{k}(v), \theta(v), \ldots, \theta^{k-1}(v)\right\rangle=\left\langle\lambda v+\eta \theta^{k}(\lambda) \theta^{k}(v), \theta(v), \ldots, \theta^{k-1}(v)\right\rangle$. Therefore, $v+\eta^{\prime} \theta^{k}(v)=\mu \lambda v+\mu \eta \theta^{k}(\lambda) \theta^{k}(v)+\sum_{i=1}^{k-1} \mu_{i} \theta^{i}(v)$, for some $\mu, \mu_{i} \in \mathbb{F}_{q^{m}}$, which we can rewrite as

$$
(1-\mu \lambda) v-\sum_{i=1}^{k-1} \mu_{i} \theta^{i}(v)+\left(\eta^{\prime}-\mu \eta \theta^{k}(\lambda)\right) \theta^{k}(v)=0
$$

By Corollary 1.21, $v, \theta(v), \ldots, \theta^{k}(v)$ are linearly independent (since obviously $k<n$ ), hence $\mu_{i}=0$ for every $i \in[k-1], \mu=\lambda^{-1}$ and $\eta^{\prime}=\frac{\theta^{k}(\lambda)}{\lambda} \eta$.

Case $k=2$ : Suppose $C=\left\langle u+\eta \theta^{2}(u), \theta(u)\right\rangle=\left\langle v+\eta^{\prime} \theta^{2}(v), \theta(v)\right\rangle$. Then $\theta(u)$ can be written as linear combination of $v+\eta^{\prime} \theta^{2}(v), \theta(v)$, i.e. $\theta(u)=\lambda_{1} \theta(v)+\lambda_{2} v+\lambda_{2} \eta^{\prime} \theta^{2}(v)$. Then one can write

$$
\begin{aligned}
u+\eta \theta^{2}(u)= & \theta^{-1}\left(\lambda_{2}\right) \theta^{-1}(v)+\theta^{-1}\left(\lambda_{1}\right) v+\left(\theta\left(\lambda_{2}\right)+\theta^{-1}\left(\lambda_{2}\right) \theta^{-1}\left(\eta^{\prime}\right)\right) \theta(v)+ \\
& \theta\left(\lambda_{1}\right) \theta^{2}(v)+\theta\left(\lambda_{2}\right) \theta\left(\eta^{\prime}\right) \theta^{3}(v)
\end{aligned}
$$

By Corollary 1.21 we deduce that $\lambda_{2}=0$, and therefore, $\theta(u)=\lambda_{1} \theta(v)$, or equivalently, $u=\lambda v$ for some $\lambda \in \mathbb{F}_{q^{m}}^{*}$. The relation between $\eta$ and $\eta^{\prime}$ is derived in the same way as done in the proof of the case $3 \leq k \leq \frac{n}{2}$.

Case $k>\frac{n}{2}$ : It follows by the duality result in Theorem 7.21 , and the cases $k=2$ and $3 \leq k \leq \frac{n}{2}$.

Corollary 7.23. Let $k, n, m$ be integers such that $2 \leq k \leq n-2$ and $n \leq m$, and let $\theta$ be $a$ generator of $\operatorname{Gal}\left(\mathbb{F}_{q^{m}} / \mathbb{F}_{q}\right)$. Then,

$$
\left|\mathrm{TGab}_{q}(k, n, m, \theta)\right|=\left(1-\frac{1}{q-1}\right) \prod_{i=0}^{n-1}\left(q^{m}-q^{i}\right)
$$

Proof. We have exactly $\prod_{i=0}^{n-1}\left(q^{m}-q^{i}\right)$ many choices for the vector $g$ and $\left(q^{m}-1\right)-\frac{q^{m}-1}{q-1}$ choices for the element $\eta$ with norm different from $(-1)^{k m}$. By Theorem 7.22 the total number has to be divided by the number of non-zero multiple of $g$, which is $q^{m}-1$.

The following result is a straightforward computation.

Proposition 7.24. Let $\theta$ be a generator of the Galois group $\operatorname{Gal}\left(\mathbb{F}_{q^{m}} / \mathbb{F}_{q}\right)$ and $g \in \mathbb{F}_{q^{m}}^{n}$ such that $\mathrm{rk}_{q}(g)$, and $\eta \in \mathbb{F}_{q^{m}}^{*}$. Then $\mathcal{H}_{k, \theta}^{\eta}(g)=\mathcal{H}_{k, \theta^{-1}}^{\eta^{-1}}\left(\theta^{k}(g)\right)$.

Corollary 7.25. Let $k, n, m$ be integers such that $2 \leq k \leq n-2$ and $n \leq m$. Then,

$$
\left|\operatorname{TGab}_{q}(k, n, m)\right| \leq \frac{\phi(m)}{2}\left(1-\frac{1}{q-1}\right) \prod_{i=0}^{n-1}\left(q^{m}-q^{i}\right)
$$

Proof. It directly follows from Corollary 7.23 and Proposition 7.24 .
Proposition 7.26. Let $g \in \mathbb{F}_{q^{m}}^{n}$ with $\operatorname{rk}_{q}(g)=n$, and $C:=\mathcal{H}_{k, \theta}^{\eta}(g)$ be a $\theta$-twisted Gabidulin code, where $\eta \in \mathbb{F}_{q^{m}}^{*}$ with $N(\eta) \neq(-1)^{k m}$.

1. If $1 \leq \ell \leq k-1$, then $\mathcal{S}_{i}^{\theta^{\ell}}(C)=\mathcal{G}_{k+i \ell+1, \theta}(g)$ and $s_{i}^{\theta^{\ell}}(C)=\min \{k+i \ell+1, n\}$.
2. If $m-k+1 \leq \ell<m$, then $\mathcal{S}_{i}^{\theta^{\ell}}(C)=\mathcal{G}_{k+i(m-\ell)+1, \theta^{-1}}\left(\theta^{k}(g)\right)$ and $s_{i}^{\theta^{\ell}}(C)=\min \{k+i(m-$ $\ell)+1, n\}$.
3. If $k \leq \ell \leq n-k-1$, then $s_{1}^{\theta^{\ell}}(C)=2 k$.
4. If $\ell \geq k$ and $\ell>n-k-1$, then $s_{1}^{\theta^{\ell}}(C) \geq k+n-\ell-1$.
5. If $k \leq m-\ell \leq n-k-1$, then $s_{1}^{\theta^{\ell}}(C)=2 k$.
6. If $m-\ell \geq k$ and $m-\ell>n-k-1$, then $s_{1}^{\theta^{\ell}}(C) \geq k+n-m+\ell-1$.
7. If $m=n$, and $1 \leq \ell \leq m-1$, then $s_{1}^{\theta^{\ell}}(C)=\min \{r, m\}$, where

$$
r= \begin{cases}k+\ell+1 & \text { if } 1 \leq \ell \leq k-1 \\ k+m-\ell+1 & \text { if } m-k+1 \leq \ell \leq m-1 \\ 2 k & \text { if } k \leq \ell \leq m-k\end{cases}
$$

Proof. 1. Let $1 \leq \ell \leq k-1$ and $i=1$. Then,

$$
\mathcal{S}_{1}^{\theta^{\ell}}(C)=\left\langle g+\eta \theta^{k}(g), \ldots, \theta^{k-1}(g), \theta^{\ell}(g)+\theta^{\ell}(\eta) \theta^{k+\ell}(g), \theta^{\ell+1}(g), \ldots, \theta^{k+\ell-1}(g)\right\rangle,
$$

which is contained in $\mathcal{G}_{k+\ell+1, \theta}(g)$. Moreover, we have that $\mathcal{S}_{1}^{\theta^{\ell}}(C) \supseteq\left\{\theta(g), \ldots, \theta^{\ell+k-1}(g)\right\}$. Furthermore, it contains $g+\eta \theta^{k}(g)$ and $\theta^{\ell}(g)+\theta^{\ell}(\eta) \theta^{k+\ell}(g)$. Since $1 \leq \ell \leq k-1$, then it contains $\theta^{k}(g)$, and $\theta^{\ell}(g)$, and therefore $g, \theta^{k+\ell}(g) \in \mathcal{S}_{1}^{\theta^{\ell}}(C)$, and we deduce $\mathcal{S}_{1}^{\theta^{\ell}}(C)=$ $\mathcal{G}_{k+\ell+1, \theta}(g)$. If $i>1$, by part 2 of Proposition 7.14, we have $\mathcal{S}_{i}^{\theta^{\ell}}(C)=\mathcal{S}_{i-1}^{\theta^{\ell}}\left(\mathcal{S}_{1}^{\theta^{\ell}}(C)\right)$, and we conclude using part 1 of Proposition 7.18.
2. Observe that $\mathcal{H}_{k, \theta}^{\eta}(g)=\mathcal{H}_{k, \theta^{-1}}^{\eta^{-1}}\left(\theta^{k}(g)\right)$ by Proposition 7.24 . and that $\theta^{\ell}=\left(\theta^{-1}\right)^{m-\ell}$, with $1 \leq m-\ell \leq k-1$. Then, the claim follows from part 1 .
3. If $\ell \geq k$ and $k \leq n-\ell-1$, then

$$
\mathcal{S}_{1}^{\theta^{\ell}}(C)=\left\langle g+\eta \theta^{k}(g), \theta(g) \ldots, \theta^{k-1}(g), \theta^{\ell}(g)+\theta^{\ell}(\eta) \theta^{\ell+k}(g), \theta^{\ell+1}(g), \ldots, \theta^{\ell+k-1}(g)\right\rangle
$$

and by Corollary 1.21 it has dimension $2 k$.
4. If $\ell>k$ and $k+\ell>n-1$, then

$$
\mathcal{S}_{1}^{\theta^{\ell}}(C) \supseteq\left\langle g+\eta \theta^{k}(g), \ldots, \theta^{k-1}(g), \theta^{\ell+1}(g), \ldots, \theta^{n-1}(g)\right\rangle,
$$

which has dimension $k+n-\ell-1$, by Corollary 1.21 .
5. The claim follows considering that by Proposition $7.24 \mathcal{H}_{k, \theta}^{\eta}(g)=\mathcal{H}_{k, \theta^{-1}}^{\eta^{-1}}\left(\theta^{k}(g)\right), \theta^{\ell}=$ $\left(\theta^{-1}\right)^{m-\ell}$, and using part 3 .
6. The claim follows considering that by Proposition 7.24. $\mathcal{H}_{k, \theta}^{\eta}(g)=\mathcal{H}_{k, \theta^{-1}}^{\eta^{-1}}\left(\theta^{k}(g)\right), \theta^{\ell}=$ $\left(\theta^{-1}\right)^{m-\ell}$, and using part 4 .
7. If $0 \leq \ell \leq k$ or $m-k \leq \ell \leq m-1$, the claim holds by parts 1 and 2. The case $k \leq \ell \leq m-k$ follows from parts 3 and 5 .

### 7.3 Applications

### 7.3.1 Number of Inequivalent Codes

In this section we use the results above in order to determine upper and lower bounds on the number of inequivalent Gabidulin and twisted Gabidulin codes.

In order to do that, for any code $C$, we need to give an estimate of the number of automorphisms $\sigma$ for which $C$ is a $\sigma$-Gabidulin code. Since $\operatorname{Gal}\left(\mathbb{F}_{q^{m}} / \mathbb{F}_{q}\right) \cong(\mathbb{Z} / m \mathbb{Z})$ and the set of generators is isomorphic to $(\mathbb{Z} / m \mathbb{Z})^{*}$, we introduce the following notation. For a code $C$ we define the set

$$
A_{C}:=\left\{\sigma \in \operatorname{Gal}\left(\mathbb{F}_{q^{m}} / \mathbb{F}_{q}\right) \mid C \text { is a } \sigma \text {-Gabidulin code }\right\}
$$

If we fix a generator $\theta$ of $\operatorname{Gal}\left(\mathbb{F}_{q^{m}} / \mathbb{F}_{q}\right)$, the set $A_{C}$ corresponds to the set

$$
A_{C, \theta}:=\left\{\ell \in(\mathbb{Z} / m \mathbb{Z})^{*} \mid C \text { is a } \theta^{\ell} \text {-Gabidulin code }\right\} .
$$

In the rest of this subsection, the use of both the sets $(\mathbb{Z} / m \mathbb{Z})$ and $(\mathbb{Z} / m \mathbb{Z})^{*}$ is motivated as follows. The notion of $\theta$-Gabidulin codes requires $\theta$ to be a generator of the Galois group, while the set $(\mathbb{Z} / m \mathbb{Z})$ will be used for counting reasons in the proofs of Lemma 7.27 and Theorem 7.28 . We now state the following auxiliary result.

Lemma 7.27. Let $3 \leq k \leq n-3$ be integers and $\theta$ be a generator of $\operatorname{Gal}\left(\mathbb{F}_{q^{m}} / \mathbb{F}_{q}\right)$. Let moreover $C$ be a $\theta$-Gabidulin code.

1. $A_{C, \theta} \cap\{2, \ldots, n-2\}=\emptyset$.
2. If $r \in A_{C, \theta}$ for some integer $r \in(\mathbb{Z} / m \mathbb{Z})^{*}$, then $A_{C, \theta} \cap\{r+3, r+4 \ldots, r+n-3\}=\emptyset$.
3. If $r \in A_{C, \theta}$ for some integer $r \in(\mathbb{Z} / m \mathbb{Z})^{*}$, then $\left|A_{C, \theta} \cap\{r+1, r+2, r+n-2\}\right| \leq 1$.
4. For any $r \in \mathbb{Z} / m \mathbb{Z},\left|A_{C, \theta} \cap\{r, r+1, \ldots, r+n-2\}\right| \leq 2$.

Proof. Let $g \in \mathbb{F}_{q^{m}}^{n}$ with $\mathrm{rk}_{q}(g)=n$ be such that $C=\mathcal{G}_{k, \theta}(g)$.

1. Let $\ell \in\{2, \ldots, n-2\}$. By parts 1,3 and 4 of Proposition 7.18, $s_{1}^{\theta^{\ell}}(C) \geq k+2$, so $C$ can not be a $\theta^{\ell}$-Gabidulin code.
2. Suppose $r \in A_{C, \theta}$. By definition and by Theorem 4.12, $s_{1}^{\theta^{r}}(C)=k+1$. Suppose that $s_{1}^{\theta^{r+i}}(C)=k+1$ for some $i \in\{3,4, \ldots, n-3\}$. Then $\operatorname{dim}\left(C+\theta^{r}(C)+\theta^{r+i}(C)\right) \leq k+2$. In particular, $s_{1}^{\theta^{i}}\left(\theta^{r}(C)\right) \leq k+2$, which is not possible for $i \in\{3,4 \ldots, n-3\}$, by Proposition 7.18, since $\theta^{r}(C)$ is a $\theta$-Gabidulin code.
3. Suppose $r+1, r+n-2 \in A_{C, \theta}$. Then, $\operatorname{dim}\left(C+\theta^{r+1}(C)+\theta^{r+n-2}(C)\right) \leq k+2$. This implies that $s_{1}^{\theta^{n-3}}\left(\theta^{r+1}(C)\right) \leq k+2$, which is not possible by part 4 of Proposition 7.18 . The same argument shows that $r+2$ and $r+n-2$ can not belong simultaneously to $A_{C, \theta}$. It remains to show that $r+1$ and $r+2$ can not belong to $A_{C, \theta}$ at the same time. Suppose that this instead holds. Therefore, we have $s_{1}^{\theta^{r}}(C)=s_{1}^{\theta^{r+1}}(C)=s_{1}^{\theta^{r+2}}(C)$. Consider the space $\mathcal{U}:=\left\langle g, \theta(g), \ldots, \theta^{k-1}(g), \theta^{r+2}(g), \ldots, \theta^{r+k-1}(g)\right\rangle$. Thus, $C \subseteq \mathcal{U} \subseteq$ $\mathcal{S}_{1}^{\theta^{r}}(C) \cap \mathcal{S}_{1}^{\theta^{r+1}}(C) \cap \mathcal{S}_{1}^{\theta^{r+2}}(C)$. Then, $\operatorname{dim}(\mathcal{U})$ can only be equal to $k$ or $k+1$.
If $\operatorname{dim}(\mathcal{U})=k+1$, then $\mathcal{S}_{1}^{\theta^{r}}(C)=\mathcal{S}_{1}^{\theta^{r+1}}(C)=\mathcal{S}_{1}^{\theta^{r+2}}(C)$, and $\mathcal{S}_{1}^{\theta^{r}}(C)+\mathcal{S}_{1}^{\theta^{r+1}}(C)+$ $\mathcal{S}_{1}^{\theta^{r+2}}(C)=C+\mathcal{S}_{2}^{\theta}\left(\theta^{r}(C)\right)$ has dimension $k+1$, which is impossible, since $s_{2}^{\theta}\left(\theta^{r}(C)\right)=k+2$. If $\operatorname{dim}(\mathcal{U})=k$, then $\theta^{r+2}(g), \ldots, \theta^{r+k-1}(g) \in\left\langle g, \ldots, \theta^{k-1}(g)\right\rangle$. Hence, we can write $\theta^{r+2}(g)=\sum_{i=0}^{k-1} \lambda_{i} \theta^{i}(g)$, for some $\lambda_{i} \in \mathbb{F}_{q^{m}}$. Imposing also $\theta^{r+2+i}(g) \in\left\langle g, \ldots, \theta^{k-1}(g)\right\rangle$, for every $i \in\{0, \ldots, k-3\}$, we get that necessarily $\theta^{r+2}(g) \in\left\langle g, \theta(g), \theta^{2}(g)\right\rangle$. However, $C$ is a $\theta^{r+2}$-Gabidulin code, so $s_{1}^{\theta^{r+2}}(C)=k+1$. This implies $\lambda_{2}=0$ and $\lambda_{1} \neq 0$. At the same time, we can write $\theta^{r}(g)=\mu_{0} \theta^{m-2}(g)+\mu_{1} \theta^{m-1}(g)$, where $\mu_{i}=\theta^{-2}\left(\lambda_{i}\right)$ for $i \in\{0,1\}$. By assumption, $C$ is $\theta^{r}$-Gabidulin, therefore $s_{1}^{\theta^{r}}(C)=k+1$. This implies that necessarily $\mu_{0}=0=\lambda_{0}$ and $\mu_{1} \neq 0$. Therefore, $\theta^{r+2}(g)=\lambda_{1} \theta(g)$. However, this contradicts the fact that $C$ is a $\theta^{r+1}$-Gabidulin code, since in this case we have $s_{1}^{\theta^{r+1}}(C)=k$.
4. It follows directly from the previous parts.

Theorem 7.28. Let $k, n, m$ be integers with $2<k<n-2$ and $n \leq m$. Then

$$
\left|\operatorname{Gab}_{q}(k, n, m)\right| \geq \frac{\phi(m)}{\left\lfloor\frac{2 m}{n-1}\right\rfloor} \prod_{i=1}^{n-1}\left(q^{m}-q^{i}\right)
$$

Proof. First we provide an upper bound on the cardinality of the set $A_{C, \theta}$, where $C$ is a $\theta$ Gabidulin code, using a double counting argument. Consider the number

$$
\sum_{r \in \mathbb{Z} / m \mathbb{Z}}\left|A_{C, \theta} \cap\{r, r+1, \ldots, r+n-2\}\right|
$$

On one hand, by Lemma 7.27, we have that it is upper-bounded by $2 m$. On the other hand, every $\ell \in A_{C, \theta}$ is counted exactly $n-1$ times. Therefore we get

$$
(n-1)\left|A_{C, \theta}\right|=\sum_{r \in \mathbb{Z} / m \mathbb{Z}}\left|A_{C, \theta} \cap\{r, r+1, \ldots, r+n-2\}\right| \leq 2 m
$$

from which we deduce that $\left|A_{C, \theta}\right| \leq\left\lfloor\frac{2 m}{n-1}\right\rfloor$. At this point, combining this upper bound with Corollary 4.7, we get the desired lower bound, since every $\theta$-Gabidulin code $C$ is counted at most $\left|A_{C, \theta}\right|$ times.

Moreover, for $1 \leq k<n \leq m$ we define $N_{q}(k, n, m)$ as the number of inequivalent $[n, k]_{q^{m}}$ Gabidulin codes, i.e.

$$
N_{q}(k, n, m):=\left|\operatorname{Gab}_{q}(k, n, m) / \sim_{v}\right|
$$

Theorem 7.29. Let $\mathbb{F}_{q}$ be a finite field of characteristic $p$ and $2<k<n-2$ be integers.

1. If $m=n$, then

$$
N_{q}(k, m, m)=\frac{\phi(m)}{2}
$$

2. If $m>n$, then

$$
\frac{(n-1) \phi(m)}{2 m^{2}\left[\mathbb{F}_{q}: \mathbb{F}_{p}\right]} \prod_{i=2}^{n} \frac{q^{m-i+1}-1}{q^{i}-1} \leq N_{q}(k, m, n) \leq \frac{\phi(m)}{2} \prod_{i=2}^{n} \frac{q^{m-i+1}-1}{q^{i}-1}
$$

Proof. 1. Let $\sigma_{1}, \sigma_{2}$ be two generators of $\operatorname{Gal}\left(\mathbb{F}_{q^{m}} / \mathbb{F}_{q}\right)$, and $g, h \in \mathbb{F}_{q^{m}}^{m}$ be two vectors such that $\operatorname{rk}_{q}(g)=\operatorname{rk}_{q}(h)=m$. Consider two Gabidulin codes $C=\mathcal{G}_{k, \sigma_{1}}(g)$ and $C^{\prime}=\mathcal{G}_{k, \sigma_{2}}(h)$. First we show that if $\sigma_{1}=\sigma_{2}$ then $C \sim C^{\prime}$. Since $n=m$ then $\operatorname{supp}_{q}(g)=\operatorname{supp}_{q}(h)$. Therefore, there exists $A \in \mathrm{GL}_{m}(q)$ such that $g A=h$. This implies that $C \cdot A=C^{\prime}$ and therefore, $C \sim C^{\prime}$. Now, suppose that $\sigma_{1}=\sigma_{2}^{-1}$. Then, by the previous argument, we can assume $g=h$. Since by Proposition 4.8, $\mathcal{G}_{k, \sigma_{2}^{-1}}(h)=\mathcal{G}_{k, \sigma_{2}}\left(\sigma_{2}^{1-k}(h)\right)$, we obtain again $C \sim C^{\prime}$. Finally, if $\sigma_{1} \notin\left\{\sigma_{2}, \sigma_{2}^{-1}\right\}$, then $\sigma_{1}=\sigma_{2}^{\ell}$, with $\ell \notin\{1,-1\}$, and by part 7 of Proposition 7.18, we have $s_{1}^{\sigma_{1}}\left(C^{\prime}\right)=k+1$ and $s_{1}^{\sigma_{2}}(C) \geq k+2$. By Lemma 7.11 we deduce
that they cannot be equivalent. Since there are exactly $\phi(m)$ generators for $\operatorname{Gal}\left(\mathbb{F}_{q^{m}} / \mathbb{F}_{q}\right)$, we conclude.
2. By Corollary 4.9, we have that there are at most $\frac{\phi(m)}{2} \prod_{i=1}^{n-1}\left(q^{m}-q^{i}\right)$ many Gabidulin codes. Moreover, consider the action

$$
\begin{align*}
\operatorname{GL}_{n}(q) \times \operatorname{Gab}_{q}(k, n, m) & \longrightarrow \operatorname{Gab}_{q}(k, n, m)  \tag{7.4}\\
\left(A, \mathcal{G}_{k, \theta}(g)\right) & \longmapsto \mathcal{G}_{k, \theta}(g) \cdot A:=\mathcal{G}_{k, \theta}(g A) .
\end{align*}
$$

We have that, by Theorem 4.6, $\mathcal{G}_{k, \theta}(g) \cdot A=\mathcal{G}_{k, \theta}(g)$, if and only if $g A=\lambda g$, for some $\lambda \in \mathbb{F}_{q^{m}}^{*}$. Since $g=\left(g_{1}, \ldots, g_{n}\right)$ is such that the $g_{i}$ 's are $\mathbb{F}_{q^{-}}$-linearly independent, it easily follows that $g A=\lambda g$ if and only if $A=\lambda I_{n}$. Therefore, the action defined in (7.4) induces a free action of $\mathrm{GL}_{n}(q) / \mathbb{F}_{q}^{*}$, with the same orbits. Since this action is free, and every orbit is contained in an equivalence class, we have that

$$
N_{q}(k, m, n) \leq\left|\operatorname{Gab}_{q}(k, n, m)\right| \frac{\left|\mathbb{F}_{q}^{*}\right|}{\left|\mathrm{GL}_{n}(q)\right|}=\frac{\phi(m)}{2} \prod_{i=2}^{n} \frac{q^{m-i+1}-1}{q^{i}-1}
$$

We now prove the lower bound. By Theorem 7.28 , we have at least $\frac{\phi(m)}{\left\lfloor\frac{2 m}{n-1}\right\rfloor} \prod_{i=1}^{n-1}\left(q^{m}-q^{i}\right)$ many distinct Gabidulin codes. Considering again the action in (7.4), we get that the number of orbits under that action, is at least

$$
\frac{\phi(m)}{\left\lfloor\frac{2 m}{n-1}\right\rfloor} \prod_{i=1}^{n-1} \frac{q^{m-i}-1}{q^{i+1}-1}
$$

If we now consider the equivalence classes of Gabidulin codes, it remains to study the action of the subgroup $\operatorname{Aut}\left(\mathbb{F}_{q^{m}}\right)$, which has cardinality exactly $m\left[\mathbb{F}_{q}: \mathbb{F}_{p}\right]$. Therefore, an equivalence class can be union of at most $m\left[\mathbb{F}_{q}: \mathbb{F}_{p}\right]$ orbits of the action 7.4 , which leads to the desired result.

The first part of Theorem 7.29 already appeared in [82, Theorem 1], and the generalization is part of [83]. It provides the exact number of inequivalent Gabidulin codes in the case $n=m$. Moreover, for the general case $n<m$, it provides both an upper and a lower bound on this number. It is important to observe that, whenever $(n-1) \phi(m)>2 m\left[\mathbb{F}_{q}: \mathbb{F}_{p}\right]$, the lower bound is better than the one given in Theorem 4.10, due to Schmidt and Zhou [101.

For a prime power $q$, and two integers $k, m$ we consider the set $X_{q}(m, k):=\left\{\alpha \in \mathbb{F}_{q^{m}} \mid\right.$ $\left.\mathrm{N}_{\mathbb{F}_{q^{m}} / \mathbb{F}_{q}}(\alpha) \neq(-1)^{k m}\right\}$, and the left group action

$$
\begin{align*}
\operatorname{Aut}\left(\mathbb{F}_{q^{m}}\right) \times X_{q}(m, k) & \longrightarrow X_{q}(m, k)  \tag{7.5}\\
(\tau, \alpha) & \longmapsto \tau(\alpha) .
\end{align*}
$$

Observe that the one above is well-defined. Indeed, if $\alpha \in X_{q}(m, k)$, and $\tau \in \operatorname{Aut}\left(\mathbb{F}_{q^{m}}\right)$, then

$$
\mathrm{N}_{\mathbb{F}_{q^{m}} / \mathbb{F}_{q}}(\tau(\alpha))=\prod_{i=0}^{m-1} \theta^{i}(\tau(\alpha))=\prod_{i=0}^{m-1} \tau\left(\theta^{i}(\alpha)\right)=\tau\left(\mathrm{N}_{\mathbb{F}_{q^{m}} / \mathbb{F}_{q}}(\alpha)\right) .
$$

Since $(-1)^{k m}$ belongs to the prime field, and therefore is fixed by any automorphism $\tau \in$ $\operatorname{Aut}\left(\mathbb{F}_{q^{m}}\right)$, we have that also $\tau\left(\mathrm{N}_{\mathbb{F}_{q^{m}} / \mathbb{F}_{q}}(\alpha)\right) \neq(-1)^{k m}$. We denote by $\mathcal{X}_{q}(m, k)$ the cardinality of the set of orbits of this group action. Moreover, we denote by $R_{q}(k, n, m)$ the number of inequivalent twisted Gabidulin codes, that is

$$
R_{q}(k, n, m):=\left|\mathrm{TGab}_{q}(k, n, m) / \sim_{v}\right| .
$$

Theorem 7.30. [82, Theorem 2] Let $\mathbb{F}_{q}$ be a finite field of characteristic $p$ and $2<k<n-2$ be integers. If $m=n$, then

$$
R_{q}(k, m, m)=\mathcal{X}_{q}(m, k) \frac{\phi(m)}{2}
$$

Proof. The proof is similar to the one of part 1 of Theorem 7.29. Let $\sigma_{1}, \sigma_{2}$ be two generators of $\operatorname{Gal}\left(\mathbb{F}_{q^{m}} / \mathbb{F}_{q}\right)$, and $g, h \in \mathbb{F}_{q^{m}}^{m}$ be two vectors such that $\mathrm{rk}_{q}(g)=\mathrm{rk}_{q}(h)=n$, and let $\eta, \eta^{\prime} \in \mathbb{F}_{q^{m}}$ with norm not equal to $(-1)^{k m}$. Consider two twisted Gabidulin codes $C=\mathcal{H}_{k, \sigma_{1}}^{\eta}(g)$ and $C^{\prime}=\mathcal{H}_{k, \sigma_{2}}^{\eta^{\prime}}(h)$. Suppose $\sigma_{1} \notin\left\{\sigma_{2}, \sigma_{2}^{-1}\right\}$, then $\sigma_{1}=\sigma_{2}^{\ell}$, with $\ell \notin\{1,-1\}$, and by part 3 of Proposition 7.26, we have $s_{1}^{\sigma_{1}}\left(C^{\prime}\right)=k+2$ and $s_{1}^{\sigma_{1}}(C) \geq k+3$. By Lemma 7.11 we conclude that they cannot be equivalent. Now, recall that $C \sim C^{\prime}$ if and only if there exist $\tau \in \operatorname{Aut}\left(\mathbb{F}_{q^{m}}\right)$ and $A \in \mathrm{GL}_{n}(q)$ such that $C^{\prime}=\tau(C) A$. When $C=\mathcal{H}_{k, \sigma_{2}}^{\eta}(g)$ we get $\tau(C) A=\mathcal{H}_{k, \sigma_{2}}^{\tau(\eta)}(\tau(g))$. Assume $\eta^{\prime}=\tau(\eta)$ for some $\tau \in \operatorname{Aut}\left(\mathbb{F}_{q^{m}}\right)$. If $\sigma_{2}=\sigma_{1}$ then, $\mathbb{F}_{q^{m}}^{m}=\operatorname{supp}_{q}(\tau(g))=\operatorname{supp}_{q}(h)$. This implies that there exists $A \in \mathrm{GL}_{m}(q)$ such that $\tau(g) A=h$ and $\tau(C) A=C^{\prime}$. Hence, for every $\sigma_{2}$ generator of $\operatorname{Gal}\left(\mathbb{F}_{q^{m}} / \mathbb{F}_{q}\right)$, and for every representative $\eta$ in an orbit of the action defined in (7.5), we have exactly one equivalent class of twisted Gabidulin codes. Moreover, observe that $\mathcal{H}_{k, \sigma_{2}^{-1}}^{\eta}(g)=\mathcal{H}_{k, \sigma_{2}}^{\eta^{-1}}\left(\sigma_{2}^{-k}(h)\right)$, by Proposition 7.24 . This shows that $C$ and $C^{\prime}$ are equivalent if and only if $\sigma_{2}=\sigma_{1}$ and $\eta=\tau\left(\eta^{\prime}\right)$ for some $\tau \in \operatorname{Aut}\left(\mathbb{F}_{q^{m}}\right)$ or $\sigma_{1}=\sigma_{2}^{-1}$ and $\eta^{-1}=\tau\left(\eta^{\prime}\right)$ for some $\tau \in \operatorname{Aut}\left(\mathbb{F}_{q^{m}}\right)$. By counting, we get exactly $\frac{\phi(m)}{2} \mathcal{X}_{q}(m, k)$ inequivalent twisted Gabidulin codes.

Theorem 7.30 gives the exact number of inequivalent twisted Gabidulin codes in the case $n=m$. For $n<m$, lower and upper bounds similar to the ones given in Theorem7.29, could be also developed, with analogous techniques. This would require an estimate on the cardinality of the set of generators $\sigma$ of $\operatorname{Gal}\left(\mathbb{F}_{q^{m}} / \mathbb{F}_{q}\right)$ for which a given code is $\sigma$-twisted Gabidulin, together with the use of Theorem 7.22.

### 7.3.2 Characterization Results

In this subsection we study the $\theta$-sequences, in order to derive characterization results of some families of codes. Unfortunately, concerning the sequence $\left\{s_{i}^{\sigma}(C)\right\}$, we have "asymptotically bad news". This is explained by the following result.

Proposition 7.31. [23, Proposition 2] If $C$ is an $[n, k]_{q^{m}}$ code chosen at random and uniformly among all the possible $[n, k]_{q^{m}}$ codes, then for any nonnegative integer $b$ and for a positive integer $i<k$, we have

$$
\operatorname{Pr}\left\{s_{i}^{\theta}(C) \leq \min \{n,(i+1) k\}-b\right\}=\mathcal{O}\left(q^{-m b}\right),
$$

for $m \rightarrow+\infty$.
However, this happens only when $m$ is quite big. In particular, one can expect that codes which have no maximal dimension (usually) have good algebraic structures. Moreover, restricting to consider MRD codes and the case $n=m$ has a different effect. An idea of this different behaviour is explained by the following result due to Payne in 1971. The original result is formulated in a completely different way, since it was determined in the framework of hyperovals and linearized $o$-polynomials. See [20] for more details.

Theorem 7.32. [88] Let $C$ be an $[n, 2]_{2^{n}} M R D$ code. Then, there exists $\theta$ generator of $\operatorname{Gal}\left(\mathbb{F}_{q^{m}} / \mathbb{F}_{q}\right)$ such that $s_{i}^{\theta}(C)=2+i$ for every $i \in\{0, \ldots, n-2\}$.

In common language, Theorem 7.32 states that all the $[n, 2]_{2^{n}}$ MRD codes are Gabidulin codes. We state now two conjectures, which represent a generalization of Theorem 7.32.

Conjecture 1. Let $C$ be an $[n, 3]_{2^{n}} M R D$ code. Then, there exists $\theta$ generator of $\operatorname{Gal}\left(\mathbb{F}_{q^{m}} / \mathbb{F}_{q}\right)$, such that $s_{i}^{\theta}(C)=3+i$ for every $i \in[n-3]$. Equivalently, all the $[n, 3]_{2^{n}}$ MRD codes are Gabidulin codes.

Conjecture 2. Let $C$ be an $[n, k]_{2^{n}} M R D$ code. Then, there exists $\theta$ generator of $\operatorname{Gal}\left(\mathbb{F}_{q^{m}} / \mathbb{F}_{q}\right)$, such that $s_{i}^{\theta}(C)=k+i$ for every $i \in[n-k]$. Equivalently, all the $[n, k]_{2^{n}}$ MRD codes are Gabidulin codes.

Now we are going to use the sequences for characterizing Gabidulin codes. The following result follows from [43, Lemma 3.5], but we are going to include a proof for completeness, which uses the tools developed in this chapter.

Lemma 7.33. Let $0<k<n \leq m$ be integers, $C$ be an $[n, k]_{q^{m}}$ code, and $\theta$ be a generator of $\operatorname{Gal}\left(\mathbb{F}_{q^{m}} / \mathbb{F}_{q}\right)$. If $s_{1}^{\theta}(C)=k+1$, then there exists $g \in \mathbb{F}_{q^{m}}^{n}, 0 \leq t \leq k$ such that

$$
C:=C_{1} \oplus \mathcal{G}_{t, \theta}(g),
$$

where $C_{1}$ is an $[n, k-t]_{q^{m}}$ code which has a basis of rank 1 vectors, and $\mathrm{rk}_{q}(g)>t$.

Proof. Let $U_{1}=\left\{v \in \mathbb{F}_{q^{m}}^{n} \mid \mathrm{rk}_{q}(v)=1\right\}$. Then we can write $C=C_{1} \oplus C^{\prime}$, where $C_{1}=\left\langle C \cap U_{1}\right\rangle$. Hence $C^{\prime} \cap U_{1}=\emptyset$. In particular, if $\operatorname{dim}\left(C_{1}\right)=k-t$, then $C^{\prime}$ is an $[n, t, d]_{q^{m}}$ code with $d>1$. Moreover, $C+\theta(C)=C_{1} \oplus\left(C^{\prime}+\theta\left(C^{\prime}\right)\right)$. Therefore, without loss of generality, we can assume $C_{1}=\{0\}$, and the minimum distance of $C$ greater than 1 .

We proceed by induction on $k$. For $k=1$ it is trivially true. Suppose now that $k \geq 2$ and that the statement is true for $k-1$; we want to prove the lemma for an $[n, k]_{q^{m}}$ code $C$. By hypothesis, $s_{1}^{\theta}(C)=k+1$, then $t_{1}^{\theta}(C)=k-1$, by Proposition 7.17. Consider the code $D:=C \cap \theta(C)=\mathcal{T}_{1}^{\theta}(C)$. This code has dimension $k-1$. Moreover, $D \cap U_{1}=\emptyset$, and

$$
k-2 \geq t_{2}^{\theta}(C)=t_{1}^{\theta}(C)-\Lambda_{1}^{\theta}(C) \geq t_{1}^{\theta}(C)-\Lambda_{0}^{\theta}(C)=k-1
$$

However, observe that $t_{1}^{\theta}(D)=t_{2}^{\theta}(C)$. Therefore, if $t_{2}^{\theta}(C)=k-1$, then $t_{1}^{\theta}(D)=t_{0}^{\theta}(D)$, which implies, by part 3 of Proposition 7.15, that $D$ has a basis of elements in $\mathbb{F}_{q}^{n}$, or, equivalently, that $D=\left\langle D \cap U_{1}\right\rangle$. Since $k-1>0, D \subseteq C$ and $C \cap U_{1}=\emptyset$, which is a contradiction. Hence, we necessarily have that $t_{1}^{\theta}(D)=t_{2}^{\theta}(C)=k-2$. Thus, by inductive hypothesis, $D=\mathcal{G}_{k-1}(h)$, for some $h \in \mathbb{F}_{q^{m}}^{n}$ with $\mathrm{rk}_{q}(h) \geq k$. Moreover, $\theta^{-1}(h) \in \theta^{-1}(D)=\theta^{-1}(C) \cap C \subseteq C$. Therefore, $C \supseteq\left\langle\theta^{-1}(h), h, \ldots, \theta^{k-2}(h)\right\rangle$. Since $\mathrm{rk}_{q}(h) \geq k$, by Corollary 1.21 we get $C=\mathcal{G}_{k, \theta}(g)$, where $g:=\theta^{-1}(h)$. We only need to show that $\mathrm{rk}_{q}(g)>k$. Suppose $\mathrm{rk}_{q}(g)=k$, and let $\left\{f_{1}, \ldots, f_{k}\right\}$ be a basis for $\operatorname{supp}_{q}(g)$. Then, there exists $A \in \mathrm{GL}_{n}(q)$ such that $g A=\left(f_{1}, \ldots, f_{k}, 0, \ldots, 0\right)$. Moreover, the code $C \cdot A=\mathcal{G}_{k, \theta}(g A) \sim C$ and has the same parameters. It is easy to see that this code has generator matrix $\left(I_{k} \mid 0\right)$, since the last $n-k$ entries of the code $C \cdot A$ are all zeros. This implies that $C \cdot A$ has (a basis of) codewords of rank 1, which yields a contradiction. Hence, $\mathrm{rk}_{q}(g)>k$ and this concludes the proof.

Remark 7.34. Observe that in Lemma 7.33, the notation $\mathcal{G}_{k, \theta}(g)$ is used to indicate the code $\left\{\left(f\left(g_{1}\right), \ldots, f\left(g_{n}\right)\right) \mid f \in \mathcal{G}_{k, \theta}\right\}$, which is not necessarily a $\theta$-Gabidulin code, since $\mathrm{rk}_{q}(g)$ can be smaller than $n$. Moreover, we have that $C_{1}=\{0\}$ if and only if the minimum distance of $C$ is strictly greater than 1 .

From Lemma 7.33 we can derive a new criterion for characterizing a Gabidulin code. In order to put all the criteria together, we state a very general characterization theorem which includes also Theorem 4.12 and Theorem 4.25.

Theorem 7.35 (Characterization of $\theta$-Gabidulin codes). Let $C$ be an $[n, k, d]_{q^{m}}$ code with $d>1$ and let $\theta$ be a generator of $\operatorname{Gal}\left(\mathbb{F}_{q^{m}} / \mathbb{F}_{q}\right)$. The following are equivalent:

1. $C$ is a $\theta$-Gabidulin code.
2. $C$ is $M R D$ and $s_{1}^{\theta}(C)=k+1$.
3. $\left(s_{i}^{\theta}(C)\right)_{i=0}^{n-k}=(k, k+1, \ldots, n)$.
4. $\left(\Delta_{i}^{\theta}(C)\right)_{i=0}^{n-k}=(1,1, \ldots, 1,0)$.
5. $s_{1}^{\theta}(C)=k+1$ and $s_{n-k}^{\theta}(C)=n$.
6. $\Delta_{0}^{\theta}(C)=\Delta_{n-k-1}^{\theta}(C)=1$.
7. $C=\operatorname{rowsp}\left(I_{k} \mid X\right)$, where:
(a) $\operatorname{rk}(\theta(X)-X)=1$,
(b) the $q$-rank of the first row of $\theta(X)-X$ is $n-k$,
(c) the $q$-rank of the first column of $\theta(X)-X$ is $k$.

Proof. The equivalence between 1, 2 and 7 follows from Theorems 4.12 and 4.25. It is also clear that 3 implies 5 , and 4 implies 6 . Moreover, by part 1 of Proposition 7.18, 1 implies 3.

The equivalence between 3 and 4 follows from the definition. Indeed the $s_{i}^{\theta}$ 's and the $\Delta_{i}^{\theta}$ 's are related by (7.1)

If $\Delta_{n-k-1}^{\theta}(C)=\Delta_{0}^{\theta}(C)=1$, by Proposition 7.14, we have $1=\Delta_{0}^{\theta}(C) \geq \ldots \geq \Delta_{n-k-1}^{\theta}(C)=$ 1 , hence we have all equalities. Tihs shows the equivalence between 4 and 6 .

Moreover, if $s_{1}^{\theta}(C)=k+1$, and $s_{n-k}^{\theta}(C)=n$, then $\Delta_{0}^{\theta}(C)=s_{1}^{\theta}(C)-k=1$, and by 7.1), we have

$$
n=s_{n-k}^{\theta}(C)=k+\sum_{i=0}^{n-k-1} \Delta_{i}^{\theta}(C) \leq k+\sum_{i=0}^{n-k-1} \Delta_{0}^{\theta}(C)=k+(n-k) .
$$

Therefore, $\Delta_{i}^{\theta}(C)=1$, for every $i=0, \ldots, n-k-1$, and we get that 5 implies 4 .
Now, suppose that 5 holds. Since $s_{1}^{\theta}(C)=1$, then, by Lemma 7.33 and the fact that $d>1$, we have that $C=\mathcal{G}_{k, \theta}(g)$, where $\operatorname{rk}_{q}(g)>k$. Moreover, $\mathcal{S}_{n-k}^{\theta}(C)=\mathcal{G}_{n, \theta}(g)$. By hypothesis, we also have that $n=s_{n-k}^{\theta}(C)=\operatorname{dim}\left(\mathcal{G}_{n, \theta}(g)\right)$. However, by Corollary 1.21, $\operatorname{dim}\left(\mathcal{G}_{n, \theta}(g)\right)=\mathrm{rk}_{q}(g)$. Therefore, $C$ is a $\theta$-Gabidulin code. This concludes the proof

After this characterization result, we conclude the chapter by proving that Gabidulin's new codes of Definitions 7.7 and 7.9 are actually the classical Gabidulin codes, whenever they are MRD.

Theorem 7.36. Let $1 \leq k \leq m$ be integers and $\theta$ be a generator of $\operatorname{Gal}\left(\mathbb{F}_{q^{m}} / \mathbb{F}_{q}\right)$. Let, moreover, $\eta \in \mathbb{F}_{q^{m}}$ with $\mathrm{N}_{\mathbb{F}_{q^{m}} / \mathbb{F}_{q}}(\eta) \neq(-1)^{k m}$, and $g \in \mathbb{F}_{q^{m}}^{n}$ be such that $\mathrm{rk}_{q}(g)=n$.

1. If $m-k>k$, then the code $C:=\mathcal{N}_{k, \theta}^{\eta, I}(g)$ is a $\theta$-Gabidulin code.
2. If $m \leq k$, then the code $D:=\mathcal{N}_{k, \theta}^{\eta, I I}(g)$ is a $\theta$-Gabidulin code.

Proof. 1. It is immediate to observe that $C=\mathcal{G}_{k, \theta}(h)$, where $h=g+\eta \theta^{k}(g)$. Then, since by Proposition 7.10 $C$ is MRD, we conclude using part 2 of the characterization result in Theorem 7.35 .
2. By Proposition 7.10, we know that $D$ is MRD. Moreover, if we compute $\mathcal{S}_{1}^{\theta}(D)$ we get that $\theta(D)$ is generated by

- $\theta^{i}(g)+\theta^{i}(\eta) \theta^{k+i}(g)$ for $1 \leq i<m-k$, which are already contained in $D$,
- $\theta^{i}(g)$ for $m-k<i \leq k$, which includes a new, linearly independent, vector $\theta^{k}(g)$, and
- $\theta^{m-k}(g)+\theta^{m-k}(\eta) \theta^{m}(g)=\theta^{m-k}(g)+\theta^{m-k}(\eta) g$, which is a linear combination of $\theta^{m-k}(g)$ (which is in $D$ ), $\theta^{k}(g)$ (which is in $\theta(D)$ ), and $g+\theta^{k}(\eta) \theta^{k}(g)$ (which is in $D$ ).

Hence, their sum, $\mathcal{S}_{1}^{\theta}(D)$ has dimension $k+1$. We conclude using part 2 of the characterization result in Theorem 7.35 ,

## Chapter 8

## Further Applications

Rank-metric codes can be seen as spaces of matrices or spaces of vectors over an extension field. In both the frameworks described, rank-metric codes have been shown to have many interesting applications. Roth was the first to use them for crisscross error correction in [96]. Then, Silva, Kschischang and Kötter proposed a scheme that uses rank-metric codes for error correction in network coding [58, 111, 109]. After those groundbreaking papers, many researchers, not only from the coding theory community, focused their attention on rank-metric codes. More recently, many other applications have been investigated, such as in distributed storage systems [108], construction and decoding of space-time codes [39, 13, 70], and low-rank matrix recovery [35, 78]. However, one of the most appealing and important research directions is oriented towards code-based cryptography. Indeed, in the last few years, rank-metric codes seem to represent one of the most promising tools in post-quantum cryptography. Since the introduction of the GPT cryptosystem developed by Gabidulin, Paramonov and Tretjakov in [40], that was attacked by Gibson in [41, 42], many researchers tried to repair it and further attacks have been developed [37, 87, 71, [52]. Few variants of code-based cryptosystems based on rank-metric codes are considered safe at the moment [72, 117], and two of them [94, 99] made it for the second round of the NIST Post-Quantum Standardization Cryptography call [85].

In this chapter we will present two applications of rank-metric codes. The first concerns fuzzy authentication, which deals with the problem of authentication using approximate matching under a certain metric of similarity, while still enabling a secure storage of sensible authentication data. The typical, but not the only scenario, where such a system is needed, is in the use of biometric features, like fingerprints, for authentication purposes.

The second application which we focus on is related to partial MDS (PMDS) codes, a special class of locally repairable codes, used for distributed storage system.

### 8.1 Fuzzy Authentication

The results of this section were published by Neri, Rosenthal and Schipani in [84].

In 1999, Juels and Wattenberg [56] proposed a fuzzy commitment scheme to allow fuzzy authentication with secure storage of biometric data in binary form. In [100], Schipani and Rosenthal revisited the scheme in the setting of an arbitrary finite field by focusing on implementations and security concerns. In [6], Baldi et al. proposed a dual version of the scheme, called fuzzy syndrome hashing, featuring some advantages in terms of security and use of iterative decoding. Moreover, in [34], Fontein et al. presented scenarios involving burst error correction and higher dimensional data.

Here, we are going to describe a new fuzzy commitment scheme using the rank metric. In Subsection 8.1.3, we will describe a few scenarios where this scheme can be applied.

In our authentication model, we wish to consider two vectors $b, b^{\prime} \in \mathbb{F}_{q^{m}}^{n}$ (or, equivalently, their matrix representations $\left.\Gamma(b), \Gamma\left(b^{\prime}\right) \in \mathbb{F}_{q}^{m \times n}\right)$ as belonging to the same person or entity as long as their rank distance is less than a certain predetermined threshold. And, for security concerns, we do not want to store vectors (or matrices) unencrypted.

Suppose now that we have a vector rank-metric code $C \subseteq \mathbb{F}_{q^{m}}^{n}$ whose minimum distance is $d=2 t+1$ and assume that there exists an efficient algorithm for decoding up to $t$ errors.

Let $h: \mathbb{F}_{q}^{m \times n} \rightarrow \mathbb{F}_{q}^{m \times r}$ be a collision resistant hash function, i.e. such that it is not feasible to compute an $u \in h^{-1}(v)$ for any $v \in \mathbb{F}_{q}^{m \times r}$. Observe that a hash function $h^{\prime}: \mathbb{F}_{q^{m}}^{n} \rightarrow \mathbb{F}_{q^{m}}^{r}$ can be defined starting from $h$, as the diagram

shows.
As in the standard fuzzy commitment scheme, we select at random a codeword $c_{b} \in C$ and we store the tuple

$$
\left(l, h\left(c_{b}\right)\right)
$$

where $l=b-c_{b}$.
This scheme is essentially the analogue of the standard fuzzy commitment with the difference that we use rank-metric codes instead of codes in the Hamming metric. Analogously to [100, Theorem 1], one can show the following result.

Theorem 8.1. If $b \in \mathbb{F}_{q^{m}}^{n}$ can be chosen uniformly over the entire ambient space $\mathbb{F}_{q^{m}}^{n}$, then computing $b \in \mathbb{F}_{q^{m}}^{n}$ from the stored data $\left(l, h\left(c_{b}\right)\right)$ is computationally equivalent to invert the 'restricted' hash function

$$
h_{\left.\right|_{C}}: C \longrightarrow \mathbb{F}_{q^{m}}^{r}
$$

### 8.1.1 A Linearized Polynomial Fuzzy Vault Scheme

The polynomial fuzzy vault (PFV) scheme was introduced in [55] and allows fuzzy authentication in the set-difference metric. In [76] the authors proposed a fuzzy vault scheme using codes in another metric, relating the set difference with the subspace distance on the set of Grassmannians. The PFV scheme can also be generalized in a natural way using linearized polynomials and codes endowed with the rank metric as follows.

First, we make the following assumption about the set of features used for authentication, both the set initially used to build the vault and the one submitted later for authentication.

Assumption 1. Assume that the set of features ( $A$ or $W$ in the following) is given by $n \mathbb{F}_{q^{-}}$


This is usually not a restrictive assumption given the follwing result:
Lemma 8.2. If the features are chosen with uniform distribution, then Assumption 1 is satisfied with probability

$$
\prod_{i=0}^{n-1} \frac{\left(q^{n}-q^{i}\right)}{\left(q^{n}-i\right)} \geq \prod_{i=0}^{n-1}\left(1-q^{i-n}\right)
$$

Proof. The number of $\mathbb{F}_{q^{-}}$basis of $\mathbb{F}_{q^{n}}$ is $\frac{\prod_{i=0}^{n-1}\left(q^{n}-q^{i}\right)}{n!}$, while the number of subsets of $\mathbb{F}_{q^{n}}$ with cardinality $n$ is $\binom{q^{n}}{n}$.

Now, let $\ell<n$ be two positive integers and let $\theta$ be a generator of $\operatorname{Gal}\left(\mathbb{F}_{q^{n}} / \mathbb{F}_{q}\right)$. Let $\left(k_{0}, \ldots, k_{\ell-1}\right) \in \mathbb{F}_{q^{n}}^{\ell}$ be the secret key and $\kappa(x)=k_{0} x+k_{1} x^{\theta}+\ldots+k_{\ell-1} x^{\theta^{\ell-1}} \in \mathcal{L}_{n}\left(\mathbb{F}_{q^{n}}\right)$ be the corresponding $\theta$-polynomial. Consider a set of features $A=\left\{g_{1}, \ldots, g_{n}\right\} \subseteq \mathbb{F}_{q^{n}}$ given by $n$ $\mathbb{F}_{q^{-}}$-linearly independent elements. Choose a random map $\lambda: \mathbb{F}_{q^{n}} \longrightarrow \mathbb{F}_{q^{n}}$ such that $\lambda(x) \neq \kappa(x)$ for all $x \in B$, where $B=\mathbb{F}_{q^{n}} \backslash A$.

Following the classical PFV scheme, we define the sets

$$
\begin{aligned}
\mathcal{P}_{\text {auth }} & =\{(x, \kappa(x)) \mid x \in A\}, \\
\mathcal{P}_{\text {chaff }} & =\{(x, \lambda(x)) \mid x \in B\}, \\
\mathcal{V} & =\mathcal{P}_{\text {auth }} \cup \mathcal{P}_{\text {chaff }} .
\end{aligned}
$$

$\mathcal{P}_{\text {auth }}$ is called set of authentic points, $\mathcal{P}_{\text {chaff }}$ is the set of chaff points, and $\mathcal{V}$ is called set of vault points.

The last ingredients of the fuzzy vault scheme are the code

$$
C=\mathcal{G}_{\ell, \theta}(g),
$$

where $g=\left(g_{1}, \ldots, g_{n}\right)$, and an error correction decoding algorithm for $C$.

For our constructions of the Linearized Polynomial Fuzzy Vault (LPFV), it is convenient to consider a Gabidulin code as a code whose codewords consist of evaluations of a $\theta$-polynomial $f \in \mathcal{L}_{\ell, \theta}$ over any set of $n$ linearly independent elements in $\mathbb{F}_{q^{n}}$. Concretely, we think of a codeword as a set of pairs $\left\{\left(g_{i}, y_{i}\right)\right\}_{i=1}^{n}$, where $g_{i} \in \mathbb{F}_{q^{n}}$, are linearly independent over $\mathbb{F}_{q}$, and $y_{i}=f\left(g_{i}\right)$, for a linearized polynomial $f \in \mathcal{L}_{\ell, \theta}$. In this framework, suppose that a witness attempts to gain access to the key, and submits a set of features $W \subset \mathbb{F}_{q^{n}}$.

Given Assumption 1 if $Z \subseteq \mathcal{V}$ is the subset of vault points $(x, y)$ with $x \in W$, we can consider the $\mathbb{F}_{q}$-linear map

$$
L_{Z}: \mathbb{F}_{q^{n}} \longrightarrow \mathbb{F}_{q^{n}}
$$

such that $L_{Z}(x)=y$ for all $(x, y) \in Z$. Now, think of the received word $c^{\prime}$ as consisting of the set of pairs $\left\{\left(g_{i}, L_{Z}\left(g_{i}\right)\right)\right\}_{i=1}^{n}$, for $g_{i} \in A$. The secret codeword of the LPFV scheme is instead $c$, given by the set of pairs $\left\{\left(g_{i}, \kappa\left(g_{i}\right)\right)\right\}_{i=1}^{n}$. With this notation it is easy to see that

$$
\mathrm{rk}_{q}\left(c-c^{\prime}\right)=\operatorname{rk}\left(\kappa-L_{Z}\right)
$$

The following results relate the rank distance with the set difference, showing that the rank metric can be a good approximation of the set-difference metric. Let $d_{\Delta}(A, W):=\mid(A \backslash W) \cup$ $(W \backslash A) \mid$ denote the set-difference between $A$ and $W$.

Proposition 8.3. In the setting of the LPFV scheme, suppose that the values $\lambda(x)$, for $x \in B$ are chosen at random uniformly and independently in $\mathbb{F}_{q^{n}} \backslash\{\kappa(x)\}$. Then

1. $2 \mathrm{rk}_{q}\left(c-c^{\prime}\right) \leq d_{\Delta}(A, W)$.
2. Let $0 \leq u \leq n$ be an integer. Then

$$
\operatorname{Pr}\left\{2 \operatorname{rk}_{q}\left(c-c^{\prime}\right)=d_{\Delta}(A, W)| | A \cap W \mid=u\right\}=\prod_{i=0}^{n-u-1} \frac{\left(q^{n}-q^{i}\right)}{\left(q^{n}-1\right)}=1+\mathcal{O}\left(q^{-u-1}\right)
$$

Proof. 1. Let $W$ be the set of features submitted, and let $u=|A \cap W|$. Then we have $d_{\Delta}(A, W)=2 n-2|A \cap W|=2 n-2 u$. Consider now the $\mathbb{F}_{q}$-linear map $L_{Z}: \mathbb{F}_{q^{n}} \longrightarrow \mathbb{F}_{q^{n}}$ such that $L_{Z}(x)=y$ for $(x, y) \in Z$. The set of first coordinates of $Z$ is an $\mathbb{F}_{q^{-} \text {-basis of } \mathbb{F}_{q^{n}}}$ and the linear map $\kappa-L_{Z}$ is 0 on $A \cap W$. Therefore

$$
d_{R}\left(c, c^{\prime}\right)=\operatorname{rk}\left(\kappa-L_{Z}\right) \leq n-u=\frac{d_{\Delta}(A, W)}{2}
$$

2. Since the $\lambda(x)$, for $x \in B$, are chosen at random uniformly and independently in $\mathbb{F}_{q^{n}} \backslash$ $\{\kappa(x)\}$, then the values $\left(L_{Z}-\kappa\right)(x)$, for $x \in W \backslash(A \cap W)$ are chosen at random uniformly and independently in $\mathbb{F}_{q^{n}} \backslash\{0\}$. Furthermore, the condition $2 \mathrm{rk}_{q}\left(c-c^{\prime}\right)=d_{\Delta}(A, W)$ is equivalent to the condition that the values $\left(L_{z}-\kappa\right)(x)$, for $x \in W \backslash(A \cap W)$ are linearly
independent. Hence,

$$
\operatorname{Pr}\left\{2 \operatorname{rk}_{q}\left(c-c^{\prime}\right)=d_{\Delta}(A, W)| | A \cap W \mid=u\right\}=\frac{\left|\left\{A \in \mathbb{F}_{q}^{n \times(n-u)} \mid \operatorname{rk}(A)=n-u\right\}\right|}{\left(q^{n}-1\right)^{(n-u)}} .
$$

Theorem 8.4. Under the same hypothesis of Proposition 8.3, the following statements hold.

1. If $d_{\Delta}(A, W) \leq 2\left\lfloor\frac{n-\ell}{2}\right\rfloor$, then the vault recovers the key $\kappa(x)$.
2. $\operatorname{Pr}\left\{2 \mathrm{rk}_{q}\left(c-c^{\prime}\right)=d_{\Delta}(A, W)\right\}=1+\mathcal{O}\left(q^{-1}\right)$.

Proof. 1. By Proposition 8.3 we have $2 \mathrm{rk}_{q}\left(c-c^{\prime}\right) \leq d_{\Delta}(A, W) \leq 2\left\lfloor\frac{n-\ell}{2}\right\rfloor$. Therefore, we are within the error-correction capability and we can correctly obtain the codeword $c$, and hence the key $\kappa(x)$.
2. We can write $\operatorname{Pr}\left\{2 \operatorname{rk}_{q}\left(c-c^{\prime}\right)=d_{\Delta}(A, W)\right\}$ as

$$
\begin{aligned}
& \sum_{u=0}^{n} \operatorname{Pr}\left\{2 \operatorname{rk}_{q}\left(c-c^{\prime}\right)=d_{\Delta}(A, W)| | A \cap W \mid=u\right\} \operatorname{Pr}\{|A \cap W|=u\} \\
& =\sum_{u=0}^{n}\left(1+\mathcal{O}\left(q^{-u-1}\right)\right) \operatorname{Pr}\{|A \cap W|=u\} \\
& =\sum_{u=0}^{n}\left(1+\mathcal{O}\left(q^{-1}\right)\right) \operatorname{Pr}\{|A \cap W|=u\} \\
& =\left(1+\mathcal{O}\left(q^{-1}\right)\right) \sum_{u=0}^{n} \operatorname{Pr}\{|A \cap W|=u\} \\
& =1+\mathcal{O}\left(q^{-1}\right)
\end{aligned}
$$

where the second equality follows from part 2 of Proposition 8.3.

Remark 8.5. Probabilistic results in Proposition 8.3 and Theorem 8.4 do not depend on the probability distribution of the choice of the features. We are only assuming that our construction of the Linearized Polynomial Fuzzy Vault is made by choosing at random uniformly and independently the values $\lambda(x)$ for $x \in B$.

### 8.1.2 Generalization of the LPFV Scheme

In our construction of the LPFV we considered $\theta$-Gabidulin codes of length $n$ over $\mathbb{F}_{q^{n}}$. The motivation is that, given a set of features $W$ satisfying Assumption 1, the map $L_{Z}: \mathbb{F}_{q^{n}} \rightarrow \mathbb{F}_{q^{n}}$ is uniquely determined, and hence also the received word $c^{\prime}$.

We can generalize our LPFV considering $\theta$-Gabidulin codes of length $n$ over the field $\mathbb{F}_{q^{m}}$, where $n<m$, but we need to define the map $L_{Z}$ in a suitable way.

Before explaining how to construct $L_{Z}$, we can observe that an analogue of Lemma 8.2 holds and it can be proved in the same way, but in this case the probability that the set of features is made of linearly independent elements is equal to

$$
\prod_{i=0}^{n-1} \frac{\left(q^{m}-q^{i}\right)}{\left(q^{m}-i\right)}=1+\mathcal{O}\left(q^{-1-m+n}\right) .
$$

Now, let $\mathcal{W}$ and $\mathcal{A}$ be the $\mathbb{F}_{q^{-}}$subspaces of $\mathbb{F}_{q^{m}}$ spanned respectively by $W$ and $A$. First, we can observe that, in order to build the received word $c^{\prime}$ as the set $\left\{\left(g_{i}, L_{Z}\left(g_{i}\right)\right)\right\}_{i=1}^{n}$, we only need to define map $L_{Z}$ on $\mathcal{A}$. We propose the following construction.

We first define the map $L_{Z}$ on $W$ as $L_{Z}(x)=y$ for all $(x, y) \in Z$. Then complete $W$ to a basis $B$ of $\mathcal{A}+\mathcal{W}$, by adding the elements $g_{i}$ in increasing order with respect to the indices $i$. For those $g_{i}$, we set $L_{Z}\left(g_{i}\right)=\kappa\left(g_{i}\right)+\sigma^{i}(\alpha)$, where $\sigma$ is a generator of $\operatorname{Gal}\left(\mathbb{F}_{q^{m}} / \mathbb{F}_{q}\right), \alpha \in \mathbb{F}_{q^{m}}$ and $\left\{\sigma^{i}(\alpha)\right\}_{i=0}^{m-1}$ is a normal basis of $\mathbb{F}_{q^{m}}$ as an $\mathbb{F}_{q^{-}}$-vector space.

In this way, our map is uniquely determined on $\mathcal{A}+\mathcal{W}$, and in particular on $\mathcal{A}$. Let again $c$ be the codeword given by the set of pairs $\left\{\left(g_{i}, \kappa\left(g_{i}\right)\right)\right\}_{i=1}^{n}$. With this notation it is easy to see that

$$
\mathrm{rk}_{q}\left(c-c^{\prime}\right)=\operatorname{rk}\left(\kappa-L_{Z}\right)_{\left.\right|_{\mathcal{A}}} \leq \operatorname{rk}\left(\kappa-L_{Z}\right) .
$$

The following results are the analogues of Proposition 8.3 and Theorem 8.4, and they relate the rank distance of $c$ and $c^{\prime}$ with the set difference of $A$ and $W$.

Proposition 8.6. In the setting of the generalized LPFV scheme, suppose that the values $\lambda(x)$, for $x \in B$ are chosen at random uniformly and independently in $\mathbb{F}_{q^{m}} \backslash\{\kappa(x)\}$.

1. Let the subspace distance be $d_{S}(\mathcal{A}, \mathcal{W}):=\operatorname{dim}_{\mathbb{F}_{q}}(\mathcal{A})+\operatorname{dim}_{\mathbb{F}_{q}}(\mathcal{W})-2 \operatorname{dim}_{\mathbb{F}_{q}}(\mathcal{A} \cap \mathcal{W})$. Then

$$
d_{S}(\mathcal{A}, \mathcal{W}) \leq 2 \operatorname{rk}_{q}\left(c-c^{\prime}\right) \leq d_{S}(\mathcal{A}, \mathcal{W})+2 \operatorname{rk}\left(\kappa-L_{Z}\right)_{\left.\right|_{\mathcal{A} \cap \mathcal{W}}} \leq d_{\Delta}(A, W)
$$

2. Let $0 \leq u \leq v \leq n$ be two integers. Then

$$
\operatorname{Pr}\left\{2 \mathrm{rk}_{q}\left(c-c^{\prime}\right)=d_{\Delta}(A, W)| | A \cap W \mid=u, \operatorname{dim}(\mathcal{A} \cap \mathcal{W})=v\right\}=\prod_{i=n-v}^{n-u-1} \frac{\left(q^{m}-q^{i}\right)}{q^{m}-1} .
$$

Proof. 1. Following the construction of the map $L_{Z}$, we can write the subspace $\mathcal{A}$ as the direct sum of $\mathcal{A} \cap \mathcal{W}$ and the subspace $\widehat{\mathcal{A}}$, where $\widehat{\mathcal{A}}=\left\langle g_{i} \mid i \in I\right\rangle$ and $I \subset\{1, \ldots, n\}$ with $|I|=n-\operatorname{dim}_{\mathbb{F}_{q}}(\mathcal{A} \cap \mathcal{W})$. Therefore, we can write

$$
\begin{equation*}
\operatorname{rk}\left(\kappa-L_{Z}\right)_{\left.\right|_{\widehat{\mathcal{A}}}} \leq \operatorname{rk}\left(\kappa-L_{Z}\right)_{\left.\right|_{\mathcal{A}}} \leq \operatorname{rk}\left(\kappa-L_{Z}\right)_{\left.\right|_{\widehat{\mathcal{A}}}}+\operatorname{rk}\left(\kappa-L_{Z}\right)_{\left.\right|_{\mathcal{A} \cap W}} . \tag{8.1}
\end{equation*}
$$

Let $r=\operatorname{dim}_{\mathbb{F}_{q}}(\widehat{\mathcal{A}})$. By definition of the $L_{Z}$, we have

$$
\operatorname{rk}\left(\kappa-L_{Z}\right)_{\left.\right|_{\hat{\mathcal{A}}}}=\operatorname{rk}\left(\sigma^{i_{1}}(\alpha), \ldots, \sigma^{i_{r}}(\alpha)\right) .
$$

By construction, $\left\{\sigma^{i}(\alpha)\right\}_{i=0}^{m-1}$ is a normal basis of $\mathbb{F}_{q^{m}}$ over $\mathbb{F}_{q}$, and hence we can conclude that

$$
\operatorname{rk}\left(\kappa-L_{Z}\right)_{\left.\right|_{\hat{\mathcal{A}}}}=r=\operatorname{dim}_{\mathbb{F}_{q}}(\widehat{\mathcal{A}})=n-\operatorname{dim}_{\mathbb{F}_{q}}(\mathcal{A} \cap \mathcal{W})=\frac{d_{S}(\mathcal{A}, \mathcal{W})}{2}
$$

Substituting this equation in (8.1) we obtain the first two inequalities.
For the last inequality, we notice that the map $\left(\kappa-L_{Z}\right)_{\left.\right|_{A \cap W}}$ is 0 on $A \cap W$, and therefore,

$$
\operatorname{rk}\left(\kappa-L_{Z}\right)_{\mid \mathcal{A} \cap \mathcal{W}} \leq \operatorname{dim}_{\mathbb{F}_{q}}(\mathcal{A} \cap \mathcal{W})-|A \cap W|
$$

Hence we can conclude that

$$
d_{S}(\mathcal{A}, \mathcal{W})+2 \operatorname{rk}\left(\kappa-L_{Z}\right)_{\mid \mathcal{A} \cap \mathcal{W}} \leq 2 n-2|A \cap W|=d_{\Delta}(A, W)
$$

2. Let $u=|A \cap W|, v=\operatorname{dim}(\mathcal{A} \cap \mathcal{W})$. Then we can write

$$
W=\left\{u_{1}, \ldots, u_{n-v}, w_{n-v+1}, \ldots, w_{n-u}, g_{j_{1}}, \ldots, g_{j_{u}}\right\}
$$

where $u_{i} \notin \mathcal{A}$ for $i=1, \ldots, n-v$ and $w_{i} \in \mathcal{A} \backslash A$ for $i=n-v+1, \ldots, n-u$. Therefore $2 \operatorname{rk}\left(\kappa-L_{Z}\right)_{\mid \widehat{\mathcal{A}}}=2 n-2 v$, and the condition

$$
\operatorname{rk}\left(\kappa-L_{Z}\right)_{\left.\right|_{\mathcal{A}}}=\operatorname{rk}\left(\kappa-L_{Z}\right)_{\left.\right|_{\widehat{\mathcal{A}}}}+\operatorname{rk}\left(\kappa-L_{Z}\right)_{\left.\right|_{\mathcal{A} \cap \mathcal{W}}}=n-u
$$

is equivalent to the condition

$$
\operatorname{rk}\left(\sigma^{i_{1}}(\alpha), \ldots, \sigma^{i_{n-v}}(\alpha),\left(\kappa-L_{Z}\right)\left(w_{n-v+1}\right), \ldots,\left(\kappa-L_{Z}\right)\left(w_{n-u}\right)\right)=n-u
$$

By hypothesis the values $\left(L_{Z}-\kappa\right)\left(w_{i}\right)$, for $i=n-v+1, \ldots, n-u$ are chosen at random uniformly and independently in $\mathbb{F}_{q^{m}} \backslash\{0\}$, and we can conclude that the probability we are looking for is equal to

$$
\frac{\left|\left\{M \in \mathbb{F}_{q}^{m \times(v-u)} \mid \operatorname{rk}(M \mid X)=n-u\right\}\right|}{\left(q^{m}-1\right)^{(v-u)}},
$$

where $X$ is the matrix representation over $\mathbb{F}_{q}$ of the vector $\left(\sigma^{i_{1}}(\alpha), \ldots, \sigma^{i_{n-v}}(\alpha)\right)$. Since

$$
\left|\left\{M \in \mathbb{F}_{q}^{m \times(v-u)} \mid \operatorname{rk}(M \mid X)=n-u\right\}\right|=\prod_{i=n-v}^{n-u-1}\left(q^{m}-q^{i}\right)
$$

this concludes the proof.

Theorem 8.7. Under the same hypothesis of Proposition 8.6, the following statements hold.

1. If $d_{\Delta}(A, W) \leq 2\left\lfloor\frac{n-\ell}{2}\right\rfloor$, then the vault recovers the key $\kappa(x)$.
2. $\operatorname{Pr}\left\{2 \operatorname{rk}_{q}\left(c-c^{\prime}\right)=d_{\Delta}(A, W)\right\}=1+\mathcal{O}\left(q^{-1-m+n}\right)$.

Proof. 1. The proof is essentially the same as the proof of part 1 of Theorem 8.4, using part 1 of Proposition 8.6 .
2. In order to simplify the notation we introduce the events $D_{u}=\{|A \cap W|=u\}, E_{v}=$ $\left\{\operatorname{dim}_{\mathbb{F}_{q}}(\mathcal{A} \cap \mathcal{W})=v\right\}$ for $0 \leq u, v \leq n$, and $X=\left\{2 \operatorname{rk}_{q}\left(c-c^{\prime}\right)=d_{\Delta}(A, W)\right\}$. Then, we have

$$
\begin{aligned}
\operatorname{Pr}\{X\} & =\sum_{0 \leq u \leq v \leq n} \operatorname{Pr}\left\{X \mid D_{u} \cap E_{v}\right\} \operatorname{Pr}\left\{D_{u} \cap E_{v}\right\} \\
& =\sum_{0 \leq u \leq v \leq n}\left(1+\mathcal{O}\left(q^{-1-m-u+n}\right)\right) \operatorname{Pr}\left\{D_{u} \cap E_{v}\right\} \\
& =\sum_{0 \leq u \leq v \leq n}\left(1+\mathcal{O}\left(q^{-1-m+n}\right)\right) \operatorname{Pr}\left\{D_{u} \cap E_{v}\right\} \\
& =\left(1+\mathcal{O}\left(q^{-1-m+n}\right)\right) \sum_{0 \leq u \leq v \leq n} \operatorname{Pr}\left\{D_{u} \cap E_{v}\right\} \\
& =1+\mathcal{O}\left(q^{-1-m+n}\right),
\end{aligned}
$$

where the second equality follows from part 2 of Proposition 8.6.

Remark 8.8. Suppose one wants to use a generalized LPFV scheme with $n$ genuine features, and suppose moreover that a field $\mathbb{F}_{q}$ and an extension field $\mathbb{F}_{q^{m}}$, with $m \geq n$, are given. By part 2 of Theorem 8.7 we can see that the bigger is $m$ the better is the approximation of the set difference with the rank distance. On the other hand, increasing $m$ implies an increase of the computational cost of the operations. Then one can choose the best $m$ based on the application and the particular requirements of the context.

### 8.1.3 Motivations

The schemes presented above can be applied in several scenarios for different purposes. In this subsection we would like to give just a few examples.

One scenario for the fuzzy commitment scheme in the rank metric is the following. Suppose $B$ is the matrix used to create the stored tuple and imagine it as an image. It may happen for some reason that $B$ gets somehow damaged in a way that a few rows (or columns) are erased or
anyway not the same as before. One can then authenticate with the new matrix $B^{\prime}$ as long as not too many rows (or columns) are different. In another situations the matrix $B$ may be slightly changed into $B^{\prime}$ by having all elements increased by a common error, and again the difference between the two matrices is a matrix of low rank, exactly 1 in this case.

Another scenario involves a multi-factor authentication problem. Suppose that in order to perform authentication one needs a large number of conditions fulfilled, namely imagine a matrix with a large number of columns whereby condition number $i$ is fulfilled whenever column number $i$ equals a predetermined vector $v_{i}$. If you want to allow authentication as long as a certain big enough number of conditions are satisfied, then the fuzzy commitment scheme in the rank metric can be used. Indeed having two matrices $A$ and $A^{\prime}$ that both satisfy a certain condition corresponds to a zero column in the difference $A-A^{\prime}$ which directly affects the rank distance between the two.

Applications for the linearized polynomial fuzzy vault scheme overlap with those of the standard fuzzy vault, i.e. we are considering authentication based on the set-difference metric. It may be preferable to use the linearized version and decoding in the rank metric for certain choices and combinations of parameters which are usually dependent on the application. Also, the use of linear maps may be preferred for certain implementations.

### 8.2 Partial-MDS Codes

Partial-MDS (PMDS) codes are a family of locally repairable codes, mainly used for distributed storage. They are defined to be able to correct any pattern of $s$ additional erasures, after a given number of erasures per locality group have occurred. This makes them also maximally recoverable ( $M R$ ) codes, another class of locally repairable codes. Both terms will be properly defined in the next subsection.

It is known that MR codes in general, and PMDS codes in particular, exist for any set of parameters, if the field size is large enough [22]. Moreover, some explicit constructions of PMDS codes are known, mostly (but not always) with a strong restriction on the number of erasures that can be corrected per locality group [10, 11, 12, 21, 44]. In this section we generalize the notion of PMDS codes to allow locality groups of different sizes. We give an algebraic description of such PMDS codes via their generator matrix. Then, we give a general construction of PMDS codes with $s=1$ global parity, i.e., one additional erasure can be corrected. This construction can be seen as a generalization of the code construction from [21]. Furthermore, we show that all PMDS codes for the given parameters are of this form, i.e., we give a classification of these codes. More specifically, we prove that PMDS codes with $s=1$ exist, if and only if MDS codes of length one more than the length of the largest locality block exist. This implies a necessary and sufficient condition on the underlying field size for the existence of these codes (assuming that the MDS conjecture is true). For some parameter sets our generalized construction gives
rise to PMDS codes with a smaller field size than any other known construction. Finally, we provide a general construction of PMDS codes for arbitrary number $s$ of global parities, which is based on MRD and MDS codes.

The results of this section were published by Horlemann-Trautmann and Neri in [53] and 80.

### 8.2.1 Preliminaries

In a distributed storage system we store a file $x \in \mathbb{F}_{q}^{k}$, encoded as some codeword $c \in \mathbb{F}_{q}^{n}$, over several storage nodes. For simplicity, we assume that each node stores one coordinate of $c$. If some of these nodes fail, we want to be able to recover the lost information with as little "effort" as possible. One of the important parameters in this context is the locality of a code for such a distributed storage system, which is the number of nodes one has to contact to repair a lost node. We call the set of nodes one has to contact if a given node fails, the locality group of that node. The topology given by the set of all locality groups is also called a configuration.

Definition 8.9. A code is called maximally recoverable ( $M R$ ) for a given configuration, if any erasure pattern that is information theoretically correctable is correctable.

From now on we consider a distributed storage system with $m$ disjoint locality groups, where the $i$-th group is of size $n_{i}(i=1, \ldots, m)$ and can correct any $r_{i}$ erasures. Analogously we can separate the coordinates of the code (of length $n$ ) into blocks of length $n_{1}, n_{2}, \ldots, n_{m}$ such that $\sum_{i=1}^{m} n_{i}=n$ and such that each block represents a locality group. Furthermore, we fix the locality for the whole code to be $\ell$.

Remark 8.10. Our setup is a generalization of the commonly studied setup where all locality groups have the same size. Our generalized setup can be useful for the design of codes for distributed storage systems where the various servers have different error/erasure behavior.

We can now define PMDS codes, generalizing the definition of Blaum-Hafner-Hetzler [10] to locality groups of different sizes but with a fixed locality $\ell$ :

Definition 8.11. Let $\ell, m, r_{1}, \ldots, r_{m} \in \mathbb{N}$. Define $n:=\sum_{i=1}^{m}\left(r_{i}+\ell\right)$ and let $C \subseteq \mathbb{F}_{q}^{n}$ be a linear code of dimension $k<n$ with generator matrix

$$
G=\left(B_{1}|\cdots| B_{m}\right) \in \mathbb{F}_{q}^{k \times n}
$$

such that $B_{i} \in \mathbb{F}_{q}^{k \times\left(r_{i}+\ell\right)}$. Then $C$ is an $\left[n, k, \ell ; r_{1}, \ldots, r_{m}\right]_{q}$ partial-MDS (PMDS) code if

- for $i \in\{1, \ldots, m\}$ the row space of $B_{i}$ is an $\left[r_{i}+\ell, \ell\right]_{q}$ MDS code, and
- for any simultaneous $r_{i}$ erasures in the $i$-th block $(i=1, \ldots, m)$, the remaining code (after puncturing the coordinates of the erasures) is an $[m \ell, k]_{q}$ MDS code.

The idea of PMDS codes is to be able to correct more erasures than the prescribed $r_{i}$ erasures per block. In particular, the erasure correction capability of PMDS code is as follows.

Lemma 8.12. An $\left[n, k, \ell ; r_{1}, \ldots, r_{m}\right]_{q}$ PMDS code can correct any $r_{i}$ erasures in the $i$-th block (simultaneously) plus $s:=m \ell-k$ additional erasures anywhere in the code.

Proof. If we puncture the code in the $r_{i}$ erased coordinates in each block, by definition the remaining code is an MDS code of length $n-\sum_{i=1}^{m} r_{i}=m \ell$ and dimension $k$, and so it can correct any set of $s=m \ell-k$ erasures. Furthermore, after correcting the $s$ erasures, we can correct any $r_{i}$ erasures in the $i$-th block, because the block represents an $\left[r_{i}+\ell, \ell\right]_{q}$ MDS code.

One can easily see that for the above definition to make sense we need $k \geq \ell$, which we will assume for the rest of the section. If we have equality then there exist only trivial PMDS codes, in the sense that they are MDS codes:

Proposition 8.13. If $k=\ell$, then a code is an $\left[n, k, k ; r_{1}, \ldots, r_{m}\right]_{q} P M D S$ code if and only if it is an $[n, k]_{q} M D S$ code.

Proof. Assume the code is $\left[n, k, k ; r_{1}, \ldots, r_{m}\right]_{q}$ PMDS. Let $S$ be a submatrix of the generator matrix $G=\left(B_{1}|\cdots| B_{m}\right)$ after erasing $r_{i}$ columns per block $B_{i}$. Then each block $B_{i}$ still has $k$ columns, i.e., for $S$ to generate an MDS code all maximal minors (including minors completely inside one block) need to be non-zero. Since we need to check the MDS property for any such $S$, all maximal minors of $G$ need to be non-zero, i.e., $G$ generates an MDS code.

For the other direction assume that $C$ is an $[n, k]_{q}$ MDS code. Then any puncturing of at most $n-k=n-\ell$ coordinates gives an MDS code of dimension $k=\ell$. In particular, since $n-k=k(m-1)+\sum_{i=1}^{m} r_{i}$, the two conditions for the PMDS property are fulfilled.

We note that Proposition 8.13 also includes the case $m=1$, since this automatically implies $k=\ell$. Furthermore, the case $k=1$ is also included, since this implies $\ell=k=1$.

Remark 8.14. In [10] PMDS codes are studied with respect to RAID architectures, where all blocks have the same size $n_{1}=\ell+r_{1}$, such that a codeword is written in an $m \times n_{1}$ array and complete columns are erased when a RAID disk fails. Moreover, due to the physical nature of solid state disks, with age $s$ additional erasures may occur anywhere in the codeword.

It was shown in [44, Lemma 4] that, in the case that the locality groups are disjoint and $r_{i}=1$ for $i=1, \ldots, m$, the MR property is equivalent to the PMDS property. That MR implies PMDS for configurations with disjoint locality blocks is straightforward. The other direction was proved by showing that any other erasure pattern than the ones with at most one erasure per block plus $s$ extra erasures anywhere cannot be correctable at all. Thus, any $[n, k, \ell ; 1, \ldots, 1]_{q}$ PMDS code is also an MR code. We will now generalize this result to variable values of $r_{1}, \ldots, r_{m}$.

Theorem 8.15. [53] $A n\left[n, k, \ell ; r_{1}, \ldots, r_{m}\right]_{q}$ PMDS code is maximally recoverable. Moreover, for a given configuration with $m$ disjoint locality groups of length $\ell+r_{i}(i=1, \ldots, m)$ and locality $\ell$, a maximally recoverable code is an $\left[n, k, \ell ; r_{1}, \ldots, r_{m}\right]_{q}$ PMDS code.

Remark 8.16. The conditions of Definition 8.11 are necessary in order to have maximum recoverability of the code. Indeed, suppose that we only require the row space of some $B_{j}$ to be contained in, but not equal to, an $\left[r_{j}+\ell, \ell\right]_{q}$ MDS code. Then the row space of $B_{j}$ has dimension $\leq \ell-1$. Therefore, also the dimension of the column space of $B_{j}$ has dimension $\leq \ell-1$. After puncturing every block $B_{i}$ in $r_{i}$ coordinates for $i=1, \ldots, m$, we get a code whose generator matrix has $\ell$ linearly dependent columns, namely the remaining columns of the block $B_{j}$. Since $k \geq \ell$, this implies that the resulting code cannot be MDS, and therefore it is not able to correct every set of $s=m \ell-k$ erasures.

In the following we give a brief overview of known results for (non-trivial) PMDS codes.
Proposition 8.17. [22] MR codes of length $n$ and dimension $k$ exist for any configuration over any finite field of size $q>\binom{n-1}{k-1}$.

Since MR codes are PMDS codes for disjoint locality blocks, the above result also implies that PMDS codes exist for any set of parameters if the field size is large enough.

Some specific constructions of PMDS codes, either for small $r$ or small $s$, are given in [10, 11, 12, 44. In [10] a construction of PMDS codes with $s=1$ and equal block length $n_{i}=n / m$ over $\mathbb{F}_{q}$ with $q=2^{b} \geq \max \left\{n_{i}, m\right\}$ was given.

Another construction for PMDS codes with $s=1$ and equal block length $n_{i}=n / m$, requiring field size $q \geq n_{i}$, was given in [21, Theorem 1]:

Proposition 8.18. [21] $[n, m \ell-1, \ell ; r, \ldots, r]_{q} P M D S$ codes exist over any finite field of size $q \geq n / m=\ell+r$.

This construction (as the ones of [10]) is based on Vandermonde matrices and thus it is equivalent to using generalized Reed-Solomon codes as building blocks. In the following, we will give a generalized construction of PMDS codes with $s=1$, allowing various block lengths and any MDS codes as building blocks. In some cases this generalized construction will allow us to reduce the field size compared to the construction of [21]. Moreover, in contrast to the construction of 21], our construction provides generator matrices in systematic (or standard) form.

Note that a natural lower bound on the field size is given by the condition that every block constitutes an $\left[r_{i}+\ell, \ell\right]_{q}$ MDS code. To derive a bound from this condition we assume that the MDS conjecture ([103], see also [95, Conjecture 11.16]) is true (it has been proven for many parameter sets):

Conjecture 3 (MDS Conjecture). [103] An $[n, k]_{q}$ MDS code with $1<k<n-1$ has length $n \leq q+1$, unless $q=2^{h}$ and $k \in\{3, q-1\}$, in which case $n \leq q+2$.

Assuming that the MDS Conjecture is true, it follows that, when $\ell>1$, an $\left[n, k, \ell ; r_{1}, \ldots, r_{m}\right]_{q}$ PMDS code cannot exist over $\mathbb{F}_{q}$ if $q<\max _{i}\left\{r_{i}+\ell-1\right\}$, except if $\left(\ell, \max _{i}\left\{r_{i}\right\}\right) \in\left\{\left(3,2^{h}-\right.\right.$ 1), $\left.\left(2^{h}-1,3\right)\right\}$, in which case such a code cannot exist if $q<\max _{i}\left\{r_{i}+\ell-2\right\}$. Under this assumption, in Corollary 8.25, we will show that, in the case that $s=1$, this bound cannot be obtained in general, but that it has to be increased by 1. Furthermore, it can be proved that, for $s>1$, a lower bound for the field size is given by $\max _{i}\left\{r_{i}+\ell+s-1\right\}$ (except for some special parameter sets) [53].

### 8.2.2 Algebraic Description of PMDS Codes

We will now define a standard form for generator matrices of PMDS codes. This standard form is the main tool for the random construction of PMDS codes.

Theorem 8.19 (PMDS standard form). Let $m \geq 2$ and $s, \ell, r_{1}, \ldots, r_{m} \geq 1$ and let $C$ be an $\left[n, k=m \ell-s, \ell ; r_{1}, \ldots, r_{m}\right]_{q}$ PMDS code. Then $C$ has a generator matrix of the form

$$
\begin{equation*}
G=\left(B_{1}|\cdots| B_{m}\right), \tag{8.2}
\end{equation*}
$$

where

- $B_{i}=\left(C_{i} \mid D_{i}\right), C_{i} \in \mathbb{F}_{q}^{k \times \ell}$ and $D_{i} \in \mathbb{F}_{q}^{k \times r_{i}}$ for $i=1, \ldots, m$, and
- the submatrix $G_{C}=\left(C_{1}|\cdots| C_{m}\right)$ is of the form

$$
G_{C}=\left(I_{k} \mid A\right),
$$

with $A$ being superregular.
Proof. Let $\widetilde{G}$ be a generator matrix for $C$ as in Definition 8.11, i.e.

$$
\widetilde{G}=\left(\widetilde{B}_{1}|\cdots| \widetilde{B}_{m}\right) .
$$

Puncturing every block $\widetilde{B}_{i}$ in the last $r_{i}$ columns, we get that the submatrix $\widetilde{G}_{C}$ is the generator matrix of an $[m \ell, k]_{q}$ MDS code. Operating on the rows of such a submatrix we can transform it to a matrix $G_{C}=\left(I_{k} \mid A\right)$, with $A$ superregular. More specifically, there exists an invertible matrix $P \in \mathrm{GL}_{k}\left(\mathbb{F}_{q}\right)$ such that $P \widetilde{G}_{C}=\left(I_{k} \mid A\right)$, and therefore the matrix $G:=P \widetilde{G}$ is a generator matrix of $C$ of the required form.

We now consider the entries $a_{w, z}$ of $A$ as variables $x_{w, z}$ for $w=1, \ldots, k$ amd $z=1, \ldots, s$. We know that the column space of $D_{i}$ is inside the column space of $C_{i}$, by the parameters of the block MDS codes. This means that every column in $D_{i}$ is a linear combination of the columns
of $C_{i}$. If we denote by $D_{i}^{(j)}$ the $j$-th column of $D_{i}$, then

$$
\begin{equation*}
D_{i}^{(j)}=\sum_{t=1}^{\ell} y_{t, i, j} C_{i}^{(t)} \tag{8.3}
\end{equation*}
$$

for some $y_{t, i, j}$, which we also consider as variable. In this way we can consider a $k \times n$ generator matrix as a matrix in $\mathbb{F}_{q}\left[x_{w, z}, y_{t, i, j}\right]^{k \times n}$ (where $\mathbb{F}_{q}\left[x_{w, z}, y_{t, i, j}\right]$ denotes the polynomial ring in all $\left.x_{w, z}, y_{t, i, j}\right)$.

Let $R=\sum_{i=1}^{m} r_{i}$. We denote $\boldsymbol{\alpha}:=\left(\alpha_{w, z}\right)_{w, z} \in \mathbb{F}_{q}^{s k}$ and $\boldsymbol{\beta}:=\left(\beta_{t, i, j}\right)_{t, i, j} \in \mathbb{F}_{q}^{\ell R}$. If we replace the variables $x_{w, z}, y_{t, i, j}$ described above in a matrix in PMDS standard form by the values $\alpha_{w, z}, \beta_{t, i, j}$, we denote the corresponding generator matrix by

$$
G(\boldsymbol{\alpha}, \boldsymbol{\beta})
$$

Analogously we will denote the variable form by $G(\boldsymbol{x}, \boldsymbol{y})$.
However, a general matrix of this form is not necessarily a generator matrix of a PMDS code for any values $\boldsymbol{\alpha}, \boldsymbol{\beta}$. The following proposition shows what needs to be fulfilled to generate a PMDS code:

Proposition 8.20. A matrix $G \in \mathbb{F}_{q}^{k \times n}$ generates an $\left[n, k=m \ell-s, \ell ; r_{1}, \ldots, r_{m}\right]_{q} P M D S$ code if and only if every submatrix in the set

$$
\mathcal{T}_{k, \ell}(G):=\left\{\begin{array}{ll}
S \in \mathbb{F}^{k \times k} \mid & \begin{array}{c}
S \text { is a submatrix of } G \text { with } \\
\text { at most } \ell \text { columns per block } B_{i}
\end{array}
\end{array}\right\}
$$

has non-zero determinant.
Proof. This follows from the definition of PMDS, cf. also [53].

### 8.2.3 Classification of PMDS Codes with $s=1$

In this subsection we state a complete classification of PMDS codes that can correct one additional erasure anywhere in the code, by determining the systematic form of their generator matrix. This characterization is given in [53].

Lemma 8.21. Let $m \geq 2$ and $\ell, r_{1}, \ldots, r_{m} \geq 1$ and let $C$ be an $\left[n, k=m \ell-1, \ell ; r_{1}, \ldots, r_{m}\right]_{q}$ $P M D S$ code. Then $C$ has a generator matrix of the form

$$
G=\left(\begin{array}{cccc|c}
B_{1} & 0 & \ldots & 0 & M_{1}  \tag{8.4}\\
0 & B_{2} & \ldots & 0 & M_{2} \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & \ldots & B_{m-1} & M_{m-1} \\
\hline 0 & 0 & \ldots & 0 & A
\end{array}\right)
$$

where $B_{i} \in \mathbb{F}_{q}^{\ell \times\left(\ell+r_{i}\right)}, A \in \mathbb{F}_{q}^{(\ell-1) \times\left(\ell+r_{m}\right)}, M_{i} \in \mathbb{F}_{q}^{\ell \times\left(\ell+r_{m}\right)}$ are of the form

$$
\begin{gather*}
B_{i}=\left(\begin{array}{ccccccc}
1 & 0 & \ldots & 0 & x_{1,1}^{(i)} & \ldots & x_{1, r_{i}}^{(i)} \\
0 & 1 & \ldots & 0 & x_{2,1}^{(i)} & \ldots & x_{2, r_{i}}^{(i)} \\
\vdots & & \ddots & & \vdots & & \vdots \\
0 & 0 & \ldots & 1 & x_{\ell, 1}^{(i)} & \ldots & x_{\ell, r_{i}}^{(i)}
\end{array}\right),  \tag{8.5}\\
A=\left(\begin{array}{cccccccc}
1 & 0 & \ldots & 0 & \alpha_{1}^{(m)} & \alpha_{1}^{(m)} x_{1,1}^{(m)} & \ldots & \alpha_{1}^{(m)} x_{1, r_{m}}^{(m)} \\
0 & 1 & \ldots & 0 & \alpha_{2}^{(m)} & \alpha_{2}^{(m)} x_{2,1}^{(m)} & \ldots & \alpha_{2}^{(m)} x_{2, r_{m}}^{(m)} \\
\vdots & & \ddots & & \vdots & \vdots & & \vdots \\
0 & 0 & \ldots & 1 & \alpha_{\ell-1}^{(m)} & \alpha_{\ell-1}^{(m)} x_{\ell-1,1}^{(m)} & \ldots & \alpha_{\ell-1}^{(m)} x_{\ell-1, r_{m}}^{(m)}
\end{array}\right), \\
M_{i}=\left(\begin{array}{cccccccc}
0 & 0 & \ldots & 0 & \alpha_{1}^{(i)} & \alpha_{1}^{(i)} x_{\ell, 1}^{(m)} & \ldots & \alpha_{1}^{(i)} x_{\ell, r_{m}}^{(m)} \\
0 & 0 & \ldots & 0 & \alpha_{2}^{(i)} & \alpha_{2}^{(i)} x_{\ell, 1}^{(m)} & \ldots & \alpha_{2}^{(i)} x_{\ell, r_{m}}^{(m)} \\
\vdots & & \ddots & & \vdots & \vdots & & \vdots \\
0 & 0 & \ldots & 0 & \alpha_{\ell}^{(i)} & \alpha_{\ell}^{(i)} x_{\ell, 1}^{(m)} & \ldots & \alpha_{\ell}^{(i)} x_{\ell, r_{m}}^{(m)}
\end{array}\right),
\end{gather*}
$$

up to permutation of variables.
Theorem 8.22. [53] For any $m \geq 2$ and $\ell, r_{1}, \ldots, r_{m} \geq 1$, a linear code over $\mathbb{F}_{q}$ of length $n=m \ell+\sum_{i=1}^{m} r_{i}$ and dimension $k=m \ell-1$ is an $\left[n, k, \ell ; r_{1}, \ldots, r_{m}\right]_{q}$ PMDS code if and only if it has a generator matrix of the form

$$
G=\left(\begin{array}{cccc|c}
B_{1} & 0 & \ldots & 0 & M_{1}  \tag{8.6}\\
0 & B_{2} & \ldots & 0 & M_{2} \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & \ldots & B_{m-1} & M_{m-1} \\
\hline 0 & 0 & \ldots & 0 & A
\end{array}\right)
$$

where $B_{i} \in \mathbb{F}_{q}^{\ell \times\left(\ell+r_{i}\right)}, A \in \mathbb{F}_{q}^{(\ell-1) \times\left(\ell+r_{m}\right)}, M_{i} \in \mathbb{F}_{q}^{\ell \times\left(\ell+r_{m}\right)}$ are of the form

$$
\begin{gathered}
B_{i}=\left(\begin{array}{ccccccc}
1 & 0 & \ldots & 0 & x_{1,1}^{(i)} & \ldots & x_{1, r_{i}}^{(i)} \\
0 & 1 & \ldots & 0 & x_{2,1}^{(i)} & \ldots & x_{2, r_{i}}^{(i)} \\
\vdots & & \ddots & & \vdots & & \vdots \\
0 & 0 & \ldots & 1 & x_{\ell, 1}^{(i)} & \ldots & x_{\ell, r_{i}}^{(i)}
\end{array}\right), \\
A=\left(\begin{array}{cccccccc}
1 & 0 & \ldots & 0 & \alpha_{1}^{(m)} & \alpha_{1}^{(m)} x_{1,1}^{(m)} & \ldots & \alpha_{1}^{(m)} x_{1, r_{m}}^{(m)} \\
0 & 1 & \ldots & 0 & \alpha_{2}^{(m)} & \alpha_{2}^{(m)} x_{2,1}^{(m)} & \ldots & \alpha_{2}^{(m)} x_{2, r_{m}}^{(m)} \\
\vdots & & \ddots & & \vdots & \vdots & & \vdots \\
0 & 0 & \ldots & 1 & \alpha_{\ell-1}^{(m)} & \alpha_{\ell-1}^{(m)} x_{\ell-1,1}^{(m)} & \ldots & \alpha_{\ell-1}^{(m)} x_{\ell-1, r_{m}}^{(m)}
\end{array}\right),
\end{gathered}
$$

$$
M_{i}=\left(\begin{array}{cccccccc}
0 & 0 & \ldots & 0 & \alpha_{1}^{(i)} & \alpha_{1}^{(i)} x_{\ell, 1}^{(m)} & \ldots & \alpha_{1}^{(i)} x_{\ell, r_{m}}^{(m)} \\
0 & 0 & \ldots & 0 & \alpha_{2}^{(i)} & \alpha_{2}^{(i)} x_{\ell, 1}^{(m)} & \ldots & \alpha_{2}^{(i)} x_{\ell, r_{m}}^{(m)} \\
\vdots & & \ddots & & \vdots & \vdots & & \vdots \\
0 & 0 & \ldots & 0 & \alpha_{\ell}^{(i)} & \alpha_{\ell}^{(i)} x_{\ell, 1}^{(m)} & \ldots & \alpha_{\ell}^{(i)} x_{\ell, r_{m}}^{(m)}
\end{array}\right)
$$

such that $\alpha_{j}^{(i)} \neq 0$ for any $i, j$, and, for $i=1, \ldots, m-1$, the matrices

$$
\widehat{B}_{i}=\left(\begin{array}{c|c} 
& \alpha_{1}^{(i)} \\
B_{i} & \alpha_{2}^{(i)} \\
& \vdots \\
& \alpha_{\ell}^{(i)}
\end{array}\right),
$$

are generator matrices of $\left[\ell+r_{i}+1, \ell\right]_{q} M D S$ codes and

$$
\widehat{A}=\left(\begin{array}{cccccccc}
1 & 0 & \ldots & 0 & 1 & x_{\ell, 1}^{(m)} & \ldots & x_{\ell, r_{m}}^{(m)} \\
0 & 1 & \ldots & 0 & 1 & x_{1,1}^{(m)} & \ldots & x_{1, r_{m}}^{(m)} \\
\vdots & & \ddots & & \vdots & \vdots & & \vdots \\
0 & 0 & \ldots & 1 & 1 & x_{\ell-1,1}^{(m)} & \ldots & x_{\ell-1, r_{m}}^{(m)}
\end{array}\right)
$$

is a generator matrix of an $\left[\ell+r_{m}+1, \ell\right]_{q} M D S$ code.
Several results follow from Theorem 8.22. The first one is a characterization of PMDS codes with one global parity in terms of their parity check matrix.

Theorem 8.23. [53] For any $m \geq 2$ and $\ell, r_{1}, \ldots, r_{m} \geq 1$, a linear code over $\mathbb{F}_{q}$ of length $n=m \ell+\sum_{i=1}^{m} r_{i}$ and dimension $k=m \ell-1$ is an $\left[n, k, \ell ; r_{1}, \ldots, r_{m}\right]_{q} P M D S$ code if and only if it has a parity check matrix of the form

$$
H=\left(\begin{array}{cccc}
H_{1} & 0 & \ldots & 0  \tag{8.7}\\
0 & H_{2} & \ldots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \ldots & H_{m} \\
\hline v_{1} & v_{2} & \ldots & v_{m}
\end{array}\right)
$$

where $H_{i} \in \mathbb{F}_{q}^{r_{i} \times\left(\ell+r_{i}\right)}$ is a parity check matrix of an $\left[\ell+r_{i}, \ell\right]_{q} M D S$ code, and $v_{i} \in \mathbb{F}_{q}^{1 \times\left(\ell+r_{i}\right)}$ is such that

$$
\binom{H_{i}}{v_{i}}
$$

is a parity check matrix of an $\left[\ell+r_{i}, \ell-1\right]_{q} M D S$ code.
The second result that can be deduced from Theorem 8.22 relates the existence of PMDS
codes with $s=1$ to the existence of MDS codes.
Corollary 8.24. Let $m \geq 2$ and $\ell, r_{1}, \ldots, r_{m} \geq 1$ be integers, $n=m \ell+\sum_{i=1}^{m} r_{i}$ and $q$ be $a$ prime power. The following are equivalent:

1. There exists an $\left[n, k=m \ell-1, \ell ; r_{1}, \ldots, r_{m}\right]_{q} P M D S$ code.
2. There exists an $\left[\ell+r_{i}+1, \ell\right]_{q}$ MDS code, for every $i=1, \ldots, m$.
3. There exists an $\left[\ell+\max \left\{r_{i}\right\}+1, \ell\right]_{q}$ MDS code.

Proof. The equivalence between 1 and 2 directly follows from Theorem 8.22. Moreover, it is clear that 2 implies 3. The implication from 3 to 2 follows from the fact that puncturing an $\left[\ell+\max \left\{r_{i}\right\}+1, \ell\right]_{q} \operatorname{MDS}$ code in at most $j \leq \max \left\{r_{i}\right\}$ coordinates results in an $\left[\ell+\max \left\{r_{i}\right\}+\right.$ $1-j, \ell]_{q}$ MDS code.

Finally, we can state the following result, which shows that one cannot construct PMDS codes with $s=1$ over smaller fields, if the MDS conjecture is true.

Corollary 8.25. Assuming that the MDS-conjecture (Conjecture 3) is correct, we have:

1. If there exists an $\left[n, k=m \ell-1, \ell ; r_{1}, \ldots, r_{m}\right]_{q} P M D S$ code such that $\ell \in\left\{3,2^{h}-1\right\}$ and $\max _{i}\left\{r_{i}\right\}+\ell=2^{h}+1($ for some $h>1)$, then $q \geq 2^{h}=\max _{i}\left\{r_{i}\right\}+\ell-1$.
2. If there exists an $\left[n, k=m \ell-1, \ell ; r_{1}, \ldots, r_{m}\right]_{q}$ PMDS code such that the parameters are not included in case 1. and $\ell>1$, then $q \geq \max _{i}\left\{r_{i}\right\}+\ell$.

Theorem 8.22, or equivalently Theorem 8.23, gives a complete characterization of PMDS codes that can correct $s=1$ global erasure - on one hand we show how to construct PMDS codes for a given valid parameter set with $s=1$, and on the other hand we show that every PMDS code that can correct at most $s=1$ additional erasure has to be of this form essentially. This completes the picture for PMDS codes correcting one global erasure.

### 8.2.4 General Construction via MRD Codes

Here, we reformulate and generalize the construction given in [19], where the authors use Gabidulin codes in order to build $[n, k, \ell ; r, \ldots, r]_{q^{N}}$ PMDS codes. We will show that this construction also works for different $r_{i}$, and that Gabidulin codes can be replaced by any vector MRD code.

Fix $n, k, \ell, r_{1}, \ldots, r_{m}$, and let $\widetilde{G} \in \mathbb{F}_{q^{N}}^{k \times m \ell}$ be the generator matrix of an $[m \ell, k]_{q^{N}} \operatorname{MRD}$ code. For the existence of an MRD code we need $N \geq m \ell$. Moreover, for every $i=1, \ldots, m$, we
consider an $\left[\ell+r_{i}, \ell\right]_{q}$ MDS code with generator matrix $M_{i}$, and define

$$
M:=\left(\begin{array}{cccc}
M_{1} & 0 & \ldots & 0  \tag{8.8}\\
0 & M_{2} & \ldots & 0 \\
\vdots & & \ddots & \vdots \\
0 & \ldots & 0 & M_{m}
\end{array}\right) \in \mathbb{F}_{q}^{m \ell \times n}
$$

We can now formulate our PMDS construction.
Theorem 8.26. Let $\widetilde{G} \in \mathbb{F}_{q^{N}}^{k \times m \ell}$ be the generator matrix of an $[m \ell, k]_{q^{N}} M R D$ code and let $M$ be the matrix defined in 8.8. Then the matrix $\widetilde{G} M$ is a generator matrix for an $\left[n, k, \ell ; r_{1}, \ldots, r_{m}\right]_{q^{N}}$ PMDS code.

Proof. Let $G:=\widetilde{G} M$ and let $S \in \mathcal{T}_{k, \ell}(G)$ be the submatrix obtained by selecting columns $h_{1}, \ldots, h_{k_{j}}$ from the $j$-th block for $j=1, \ldots, m$, where $k_{i} \leq \ell$ and $k_{1}+\ldots+k_{m}=k$. $S$ is equal to $\widetilde{G} \widetilde{M}$, where

$$
\widetilde{M}=\left(\begin{array}{cccc}
N_{1} & 0 & \ldots & 0 \\
0 & N_{2} & \ldots & 0 \\
\vdots & & \ddots & \vdots \\
0 & \ldots & 0 & N_{m}
\end{array}\right)
$$

and $N_{j}$ is the $\ell \times k_{j}$ submatrix of $M_{j}$ obtained by the respective selected columns. Since $M_{i}$ generates an $\left[\ell+r_{i}, \ell\right]_{q}$-MDS code, any $\ell$ columns of $M_{i}$ are linearly independent. Thus, $\operatorname{rk}\left(N_{i}\right)=k_{i}$ and $\operatorname{rk}(\widetilde{M})=k_{1}+\ldots+k_{m}=k$. By Proposition 3.8 we have that $\operatorname{det}(\widetilde{G} \widetilde{M}) \neq 0$, and we conclude the proof, using Proposition 8.20.

Example 8.27. Let $q=5, N=4$ and $\alpha$ a root of $x^{4}+x^{3}+x^{2}+x+3$. We use the MRD code over $\mathbb{F}_{5^{4}}$ from [51, Example 5.8], with generator matrix

$$
\widetilde{G}=\left(\begin{array}{cccc}
1 & 0 & \alpha & \alpha^{2} \\
0 & 1 & \alpha^{2} & 2 \alpha
\end{array}\right)
$$

and the MDS codes over $\mathbb{F}_{5}$ with generator matrices

$$
M_{1}=\left(\begin{array}{llll}
1 & 1 & 1 & 1 \\
1 & 2 & 3 & 4
\end{array}\right), \quad M_{2}=\left(\begin{array}{lll}
1 & 1 & 1 \\
1 & 2 & 3
\end{array}\right)
$$

Then the matrix

$$
\widetilde{G}\left(\begin{array}{cc}
M_{1} & 0 \\
0 & M_{2}
\end{array}\right)=\left(\begin{array}{cccc|ccc}
1 & 1 & 1 & 1 & \alpha+\alpha^{2} & \alpha+2 \alpha^{2} & \alpha+3 \alpha^{2} \\
1 & 2 & 3 & 4 & \alpha^{2}+2 \alpha & \alpha^{2}+4 \alpha & \alpha^{2}+\alpha
\end{array}\right)
$$

generates an $[7,2,2 ; 2,1]_{5^{4}}$-PMDS code. This code can correct two erasures in the first block,
one erasure in the second block, plus two erasures anywhere.
Example 8.28. Let $q=3, N=6$ and $\alpha$ a root of $x^{6}+2 x^{4}+x^{2}+2 x+1$. We use the MRD code over $\mathbb{F}_{3^{6}}$ with generator matrix

$$
\widetilde{G}=\left(\begin{array}{cccccc}
\alpha^{669} & \alpha^{253} & \alpha^{593} & \alpha^{244} & \alpha^{354} & \alpha^{227} \\
1 & \alpha^{3} & \alpha^{6} & \alpha^{9} & \alpha^{12} & \alpha^{15} \\
1 & \alpha^{9} & \alpha^{18} & \alpha^{27} & \alpha^{36} & \alpha^{45}
\end{array}\right) .
$$

This code is a twisted Gabidulin code $\mathcal{H}_{3, \bar{\theta}}^{\eta}(g)$, where $\bar{\theta}$ is the 3-Frobenius automorphism, $g=$ $\left(1, \alpha, \alpha^{2}, \alpha^{3}, \alpha^{4}, \alpha^{5}\right)$ and $\eta=\alpha^{699}+2$. Furthermore, we use the MDS codes over $\mathbb{F}_{3}$ with generator matrices

$$
M_{1}=M_{2}=\left(\begin{array}{llll}
1 & 1 & 1 & 0 \\
1 & 2 & 0 & 1
\end{array}\right), \quad M_{3}=\left(\begin{array}{lll}
1 & 1 & 1 \\
1 & 2 & 0
\end{array}\right) .
$$

The matrix obtained by multiplying $\widetilde{G}$ with the diagonal block matrix defined by $M_{1}, M_{2}$ and $M_{3}$ is

$$
\left(\begin{array}{cccc|cccc|ccc}
\alpha^{629} & \alpha^{391} & \alpha^{669} & \alpha^{253} & \alpha^{600} & \alpha^{178} & \alpha^{593} & \alpha^{244} & \alpha^{557} & \alpha^{477} & \alpha^{354} \\
\alpha^{380} & \alpha^{663} & 1 & \alpha^{3} & \alpha^{386} & \alpha^{669} & \alpha^{6} & \alpha^{9} & \alpha^{392} & \alpha^{675} & \alpha^{12} \\
\alpha^{412} & \alpha^{533} & 1 & \alpha^{9} & \alpha^{430} & \alpha^{551} & \alpha^{18} & \alpha^{27} & \alpha^{448} & \alpha^{569} & \alpha^{36}
\end{array}\right)
$$

and it generates a $[11,3,2 ; 2,2,1]_{36}$-PMDS code. This code can correct two erasures in the first and in the second block, one erasure in the third block, plus three erasures anywhere.

Corollary 8.29. Let $m \geq 2$ and $\ell, r_{1}, \ldots, r_{m} \geq 1, k \geq \ell$ be positive integers. Then, for every prime $p$ and every positive integers $L_{1} \geq m \ell, L_{2} \geq n_{0}$ there exists an $\left[n, k, \ell ; r_{1}, \ldots, r_{m}\right]_{p L_{1} L_{2}}$ PMDS code, where

$$
n_{0}=\min \left\{j \in \mathbb{N} \mid p^{j} \geq \ell+r_{i}-1, \text { for } i=1, \ldots, m\right\}
$$

Proof. An MRD code in $\mathbb{F}_{q^{N}}^{m \ell}$ exists if $N \geq m \ell$. Suitable MDS codes over $\mathbb{F}_{q}$ for the matrix in (8.8) exist if $q$ is a prime power with $q \geq \max \left\{\ell+r_{i}-1\right\}$. The statement follows from Theorem 8.26
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[^0]:    ${ }^{1}$ The Jacobian criterion for algebraic independence of polynomials over $\mathbb{C}$ can be found in [66, Ch. I, Sec. 5].

