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REVERSING THE BERRY-ESSÉEN INEQUALITY

PETER HALL AND A. D. BARBOUR

ABSTRACT. We derive a lower bound to the rate of convergence in the central limit theorem. Our result is expressed in terms similar to those of the Berry-Esséen inequality, with the distance between two distributions on one side of the inequality and an easily calculated function of the summands on the other, related by a universal constant. The proof is based on Stein's method.

The Berry-Esséen inequality [1, 3] is one of the most informative results on rates of convergence in the central limit theorem. It tells us how close the normal distribution is to the distribution of a sum of independent random variables. In its original form, it applies where the summands have finite third moments, but more general versions [2, 4, 7] permit this condition to be relaxed.

Our aim here is to present an inequality which describes not how close two distributions are, but how far they are apart. The Berry-Esséen inequality gives an upper bound to the rate of convergence in the central limit theorem, and our inequality gives a lower bound.

Let \( Y_1, \ldots, Y_n \) be independent random variables with zero means and with variances \( \sigma_i^2 = EY_i^2 \) satisfying \( \Sigma_{i=1}^n \sigma_i^2 = 1 \). If the \( Y_i \)'s form the \( n \)th row of a triangular array, and if Lindeberg's condition holds for the array, then the sum \( \Sigma_{i=1}^n Y_i \) should be approximately normal \( N(0,1) \). Results of Rozovskii [8, 9] and Hall [5, 6, Theorems 2.2 and 2.4, pp. 25 and 46] suggest that the uniform distance,

\[
\Delta \equiv \sup_w \left| P \left( \sum_{i=1}^n Y_i \leq w \right) - \Phi(w) \right|,
\]

where \( \Phi \) is the standard normal distribution function, is of order of magnitude equal to

\[
\delta \equiv \sum_{i=1}^n E\{Y_i^2 I[|Y_i| > 1]\} + \sum_{i=1}^n E\{Y_i^4 I[|Y_i| \leq 1]\} + \sum_{i=1}^n E\{Y_i^2 I[|Y_i| \leq 1]\},
\]

to a first approximation. For example, when the summands are identically distributed, the ratio \((\delta + n^{-1/2})/(\Delta + n^{-1/2})\) is bounded away from zero and infinity as \( n \to \infty \).
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Note that $\delta \to 0$ under Lindeberg's condition. Therefore, an ideal lower bound might take the form $\delta \leq C\Delta$, for some constant $C$. However, such an inequality is impossible, since, if each $Y_i$ is normal $N(0, \sigma_i^2)$, $\Delta$ equals zero and $\delta$ is roughly of order $\sum_{i=1}^n \sigma_i^4$. Instead, we prove the next best thing.

**Theorem.** There exists a universal constant $C$ such that

$$\delta \leq C \left( \Delta + \sum_{i=1}^n \sigma_i^4 \right).$$

Note that, in the case where the $Y_i$'s are identically distributed, $\sum_{i=1}^n \sigma_i^4 = 1/n$.

Several earlier attempts have been made to derive inequalities of this kind, but all have required extra conditions or have involved extra terms. See, for example, Theorem 1 of Rozovskii [8], but note that Rozovskii does not assume the summands to have finite mean and variance. Our proofs are very different from the Fourier arguments of earlier workers, and are based on Stein's method [10].

**Proof.** Define $W = \sum_{i=1}^n Y_i$ and $W_i = W - Y_i$. Let $f(w)$ denote either $e^{-w^2/2}$ or $\exp(-w^2/2)$, $-\infty < w < \infty$, and set $h(w) = f'(w) - w f(w)$. In both cases, $Eh(N) = 0$ if $N$ is normal $N(0, 1)$, so that

$$|Eh(W)| = \left| \int_{-\infty}^{\infty} h'(w) \{ P[W \leq w] - \Phi(w) \} \, dw \right| \leq C_1 \Delta,$$

where we define

$$C_1 = \int_{-\infty}^{\infty} |h'(w)| \, dw, \quad C_2 = \sup_w |f'''(w)|, \quad C_3 = \int_{-\infty}^{\infty} |f''(w)| \, dw.$$

Furthermore,

$$Eh(W) = \sum_{i=1}^n E\{ \sigma_i^2 f'(W_i + Y_i) - f'(W_i) \} = \sum_{i=1}^n E\{ \sigma_i^2 (f'(W_i + Y_i) - f'(W_i) - Y_i f''(W_i))$$

$$- Y_i \{ f(W_i + Y_i) - f(W_i) - Y_i f'(W_i) \} \}$$

and

$$\sum_{i=1}^n \sigma_i^2 E\{ f'(W_i + Y_i) - f'(W_i) - Y_i f''(W_i) \} \leq \frac{1}{2} C_2 \sum_{i=1}^n \sigma_i^4.$$

Let $W_0$ and $N$ denote, respectively, a copy of $W$ and a standard normal variable, both independent of $Y_1, \ldots, Y_n$. Define

$$t_{i_i} \equiv E\{ Y_i \{ f(W_i + Y_i) - f(W_i) - Y_i f'(W_i) \}$$

$$- \{ f(W_0 + Y_i) - f(W_0) - Y_i f'(W_0) \} \}$$

$$= E\{ Y_i \sigma_i^2 \int_0^1 E\{ f'(W_i + tY_i) - f'(W_0 + tY_i) | Y_i \} \, dt \} + \sigma_i^2 E\{ f'(W_0) - f'(W_i) \}.$$
For any constant $\beta$, 
\[
\left| E \left\{ f'(W_i + \beta) - f'(W_0 + \beta) \right\} \right| \\
\leq \int_{-\infty}^{\infty} dP(W_i \leq w) \int_{-\infty}^{\infty} \left\{ f'(w + \beta) +zf''(w + \beta) - f'(w + z + \beta) \right\} dP(Y_i \leq z) \\
\leq \int_{-\infty}^{\infty} dP(W_i \leq w) \int_{-\infty}^{\infty} \frac{1}{2}z^2 \left\{ \sup_v |f''(v)| \right\} dP(Y_i \leq z) = \frac{1}{2} C_2 \sigma_i^2,
\]
and so, from (5),
\[
(6) \quad |t_{1i}| \leq C_2 \sigma_i^4.
\]
Similarly, we may derive the results
\[
t_{2i} \equiv E \left\{ Y_i \left[ f(W_0 + Y_i) - f(W_0) - Y_i f'(W_0) \right] \right. \\
\left. - \left\{ f(N + Y_i) - f(N) - Y_i f'(N) \right\} \right\} \\
= E \left\{ Y_i \int_0^1 E \left\{ f'(W_0 + tY_i) - f'(N + tY_i)| Y_i \right\} dt \right\} + \sigma_i^2 E \{ f'(N) - f'(W_0) \},
\]
\[
|E \{ f'(W_0 + \beta) - f'(N + \beta) \}| = \left| \int_{-\infty}^{\infty} f''(w + \beta) \{ P[W \leq w] - \Phi(w) \} dw \right| \leq C_2 \Delta,
\]
and $|t_{2i}| \leq 2C_3 \sigma_i^2 \Delta$. It follows from this estimate, (2)–(4) and (6) that
\[
(7) \quad \sum_{i=1}^{n} A_i \leq (C_1 + 2C_3) \Delta + \frac{3}{2} C_2 \sum_{i=1}^{n} \sigma_i^4,
\]
where $A_i \equiv E[Y_i \{ f(N + Y_i) - f(N) - Y_i f'(N) \}] = E(Y_i^2 \psi(Y_i))$ and $\psi(y) \equiv y^{-1} E( f(N + y) - f(N) - y f'(N) )$.

Henceforth, we consider the functions $f_1(w) = w e^{-w^2/2}$ and $f_2(w) = e^{-w^2/2}$ separately. Let $C_{ij}$ denote the version of $C_j$ computed for $f = f_i$, and define
\[
D = \sup_{0 < y \leq 1} y^{-2} \left| y^{-1}(1 - e^{-y^2/4}) - y/4 \right| < \frac{1}{32}.
\]

When $f = f_1$, we have
\[
-2^{3/2} \psi(y) = 1 - e^{-y^2/4} \geq (1 - e^{-1/4})(y^2 \wedge 1),
\]
and so, by (7),
\[
(8) \quad \sum_{i=1}^{n} E \left\{ Y_i^2 I[|Y_i| > 1] \right\} + \sum_{i=1}^{n} E \left\{ Y_i^4 I[|Y_i| \leq 1] \right\} \\
\leq 2^{3/2}(1 - e^{-1/4})^{-1} \left\{ (C_{11} + 2C_{13}) \Delta + \frac{3}{2} C_{12} \sum_{i=1}^{n} \sigma_i^4 \right\}.
\]

When $f = f_2$, we have $-2^{1/2} \psi(y) = y^{-1}(1 - e^{-y^2/4})$, and so
\[
|2^{1/2} \psi(y) + y/4| \leq D y^2 \quad \text{for} \ |y| \leq 1;
\]
\[
|2^{1/2} \psi(y)| \leq 1 - e^{-1/4} \quad \text{for} \ |y| > 1.
\]
Therefore, from (7), it follows that

\[ \frac{1}{4} \left\{ \sum_{i=1}^{n} E \{ Y_i^3 I[|Y_i| \leq 1] \} \right\} \leq 2^{1/2} \left( C_{21} + 2C_{23} \right) \Delta + \frac{3}{2} C_{22} \sum_{i=1}^{n} \sigma_i^4 \]

\[ + (1 - e^{-1/4}) \left( \sum_{i=1}^{n} E \{ Y_i^3 I[|Y_i| > 1] \} + \sum_{i=1}^{n} E \{ Y_i^4 I[|Y_i| \leq 1] \} \right), \]

since \( D < (1 - e^{-1/4}) \). From (8) and (9) we may deduce that

\[ \sum_{i=1}^{n} E \{ Y_i^2 I[|Y_i| > 1] \} + \sum_{i=1}^{n} E \{ Y_i^3 I[|Y_i| \leq 1] \} + \sum_{i=1}^{n} E \{ Y_i^4 I[|Y_i| \leq 1] \} \leq \left[ \left( 1 + 4(1 - e^{-1/4}) \right) 2^{1/2}(1 - e^{-1/4})^{-1}(C_{11} + 2C_{13}) + 2^{5/2}(C_{21} + 2C_{23}) \right] \Delta \]

\[ + \left[ 3 \cdot 2^{1/2}(1 + 4(1 - e^{-1/4}))^2(1 - e^{-1/4})^{-1}C_{12} + 3 \cdot 2^{3/2}C_{22} \right] \sum_{i=1}^{n} \sigma_i^4, \]

which produces the desired result. Explicit computation of the constants shows that the upper bound may be taken to be \( 392 \Delta + 121 \sum_{i=1}^{n} \sigma_i^4 \).
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