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## Abstract

This thesis pertains to the theory of error-correcting codes. It consists of two parts: in the first part we focus on some algebraic and geometric aspects of minimal linear codes and in the second part on some algebraic and combinatorial constructions of convolutional codes.

The minimal codewords of a linear code are those whose supports, i.e., the sets of nonzero coordinates, do not properly contain the support of other nonzero codewords. They have been used in coding theory and cryptography in decoding algorithms, in secret sharing schemes and in secure two-party computation. However, efficiently determining the minimal codewords in a given linear code is a hard problem. To cope with this, minimal codes, whose nonzero codewords are all minimal, have been constructed. In this thesis, we investigate minimal codes endowed with the Hamming and the rank metric. We introduce their geometric correspondence with cutting blocking sets for the Hamming metric case and linear cutting blocking sets for the rankmetric case. We exploit their algebraic and geometric properties in order to derive bounds on their parameters, existence results and constructions.

The second part of the thesis is dedicated to the study of convolutional codes. Convolutional codes have been introduced in 1955 by Elias as a generalization of classical linear block codes to the polynomial setting. Indeed, they are defined as modules over the ring of polynomials over a finite field having polynomial vectors as their codewords. This setup makes convolutional codes particularly suitable for application in streaming systems. In contrast to the well-developed algebraic theory of block codes, there are only a few algebraic constructions of "good" convolutional codes, i.e., codes that can correct as many errors as possible defined over a relatively small field. In this thesis, we investigates algebraic constructions of optimal convolutional codes, which are called maximum distance profile (MDP) codes, where the field size is comparable or smaller than the other known constructions. In order to do so, we first analyze in general the property of some polynomial matrices of having a right polynomial inverse. Finally, we propose a combinatorial construction of convolutional codes starting from difference triangle sets, which are collections of sets of integers such that any integer can be written in at most one way as difference of two elements in the same set.
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## Preface

The theory of error-correcting codes has inspired many mathematicians who were interested in applying techniques from algebra and discrete mathematics in order to progress on questions in information processing. Coding theory lies at the intersection of several disciplines in pure and applied mathematics such as algebra, number theory, probability theory, statistics, combinatorics, complexity theory, and statistical physics, which all have helped in the past to increase our knowledge in communication theory.

The algebraic theory of error correction originates in Shannon's seminal paper [141] from the 40's. After that, it has been quickly developed, especially thanks to Hamming's work [83], that introduced the mathematical framework of block codes endowed with the Hamming distance. The latter is the function $d: \mathbb{F}_{q}^{n} \times \mathbb{F}_{q}^{n} \rightarrow \mathbb{N}_{0}$, defined for every $x=\left(x_{1}, \ldots, x_{n}\right), y=\left(y_{1}, \ldots, y_{n}\right) \in \mathbb{F}_{q}^{n}$ as $d(x, y)=\left|\left\{i \in\{1, \ldots, n\} \mid x_{i} \neq y_{i}\right\}\right|$, i.e. the number of coordinates in which $x$ and $y$ differ. We say that a (linear block) code is a subspace of the vector space $\mathbb{F}_{q}^{n}$ over the finite field $\mathbb{F}_{q}$ and endowed with the metric $d$. The elements of a code are called codewords. The metric defined by the Hamming distance is still the most studied one in coding theory, but it is not the only metric used. In this thesis, among the other distance functions, we will also consider the rank metric. For two positive integers $n, m \in \mathbb{N}$ with $n \leq m$, the rank distance defined on the space of matrices $\mathbb{F}_{q}^{n \times m}$ is given by

$$
d_{R}(A, B)=\operatorname{rk}(A-B), \quad \text { for any } A, B \in \mathbb{F}_{q}^{n \times m} .
$$

In the same way, an equivalent notion of rank metric on $\mathbb{F}_{q^{m}}^{n}$ is induced by the function

$$
d_{r}(u, v)=\operatorname{dim}_{\mathbb{F}_{q}}\left\langle u_{1}-v_{1}, \ldots, u_{n}-v_{n}\right\rangle_{\mathbb{F}_{q}},
$$

for $u=\left(u_{1}, \ldots, u_{n}\right), v=\left(v_{1}, \ldots, v_{n}\right) \in \mathbb{F}_{q^{m}}^{n}$. An $\mathbb{F}_{q^{-}}$-linear (matrix) rank-metric code is a an $\mathbb{F}_{q^{-}}$ subspace $\mathcal{C}$ of $\mathbb{F}_{q}^{n \times m}$ endowed with the distance $d_{R}$ and an $\mathbb{F}_{q^{m}}$-linear (vector) rank-metric code is
 network coding, the interest in rank-metric codes has intensified over the past years, and many recent papers have been devoted to their study. In addition to their centrality in applications, rank-metric codes display distinctive combinatorial features. They were first introduced and
studied from a theoretical viewpoint in 1978 by Delsarte in [63], although similar notions already appeared in 1951 [87], and later rediscovered by Gabidulin [74] in 1985 and Roth [137] in 1991.

Another central object of this thesis is the family of convolutional codes. Convolutional codes were introduced in 1955 by Peter Elias, in his seminal paper [67]. David Forney initially introduced the algebraic tools for the description of convolutional codes in [70]. They can be considered as a generalization of the classical block codes; indeed they are defined as modules over the polynomial ring over a finite field having polynomial vectors as their elements. The polynomial setup leads to a convolutional structure, which makes convolutional codes very suitable for application in streaming systems where the acceptable delay is rather tight and causes the need for sequential encoding and decoding. In this framework, block codes with long block length are not practicable and block codes with short block length only provide a very low correctness. Convolutional codes are particularly suitable for the erasure channel, which is the most used channel in multimedia traffic. An erasure channel is a communication channel model where sequential packets are either received or lost (at a known location). Thanks to their flexibility of grouping the blocks of information, depending on the erasures location, convolutional codes play an important role in this channel. Moreover, in this case, the decoding procedure is easy. Indeed, the main idea is to decode the part of the sequence where the distribution of erasures allows a complete correction, by using elementary linear algebra.

This thesis is divided in two parts, which cover different aspects of some block codes and convolutional codes.

Part I: The first part covers some algebraic and geometric perspectives of minimal linear codes, which are linear codes whose all codewords are minimal. A codeword $c$ in a code $\mathcal{C} \subseteq \mathbb{F}_{q}^{n}$ is minimal if for every other codeword $c^{\prime}$ it holds the following
$\left\{i \in\{1, \ldots, n\} \mid c_{i}^{\prime} \neq 0\right\} \subseteq\left\{i \in\{1, \ldots, n\} \mid c_{i} \neq 0\right\}$ if and only if $c=\lambda c^{\prime}$, for some $\lambda \in \mathbb{F}^{*}$,
i.e. the set of the nonzero coordinates of $c$ does not contain the set of the nonzero coordinates of any other linearly independent codeword.

The study of minimal codewords of a linear code finds application in combinatorics [61, 98], in the analysis of the Voronoi region for decoding purposes [19, 1] and in secret sharing schemes [115, 116, 19]. In particular, secret sharing schemes were introduced independently by Shamir and Blakley in 1979 [140, 39]. They are protocols used for distributing a secret among a certain number of participants. In its original framework, a secret sharing scheme works as follows: a dealer gives a share of a secret to $n$ players in such a way that any subset of at least $t$ players can reconstruct the secret, but no subset of less than $t$ players can. This is also called $(n, t)$-threshold scheme protocol. A more general construction, based on linear codes, was first investigated by McEliece and Sarwate in 1981 [117], where Reed-Solomon codes were used. Later, several authors
used other linear error-correcting codes to construct the same protocol [93, 115, 116, 65].
The set of subsets of participants which are able to recover the secret is called access structure. It is common to consider only subsets which do not admit proper subsets of participants able to recover the secret: we may refer to their collection as minimal access structure. For example, in an $(n, t)$-threshold scheme protocol, the access structure is given by all subsets of at least $t$ participants, whereas the minimal access structure is given by all subsets of exactly $t$ participants.

In [115], Massey relates the secret sharing protocol to minimal codewords: in particular, the minimal access structure in his secret sharing protocol is given by the support of the minimal codewords of a linear code $\mathcal{C}$, having first entry equal to 1 . However, finding in an efficient way the minimal codewords of a general linear code is a difficult task. For this reason, the class of minimal codes has been introduced.

In this thesis, the focus is on the algebraic and geometric structure of minimal codes in the Hamming and rank metrics. This part is organized as follows.

In Chapter 2, we introduce the formal background and the basic notions on coding theory in the Hamming and rank metric, as well as the main tools we will use from finite geometry.

Chapter 3 has been built upon the publications [5] by the author in collaboration with Borello and Neri and [6] by the author in collaboration with Borello, Neri and Ravagnani. In this chapter, we introduce a correspondence between minimal codes endowed with the Hamming metric and cutting blocking sets. Motivated by the fact that minimal codes are asymptotically good and the lack of constructions of short minimal codes, we propose some geometric constructions. Employing an algebraic approach to their study, we then obtain new lower bounds for both the minimum distance and the length of such a code. This improves on known results and excludes the existence of minimal codes for several new parameter sets. Most of the methods developed in this chapter can be applied to any linear code, but they give the most explicit results when combined with the minimality property of the underlying code.

Chapter 4 is based on [6], by the author, Borello, Neri and Ravagnani. In this chapter, we investigate the geometric correspondence between rank-metric codes and $q$-systems. We then introduce the concept of linear cutting blocking set which is the $q$-analogue of a cutting blocking set. In this setting, linear cutting blocking sets correspond to minimal rank-metric codes. In order to define a notion of minimality for rank-metric codes, we analyze a natural notion of rank support, developing then a theory for the supports in the rank metric which is the $q$-analogue of the theory of the supports in the Hamming metric.

Part II: The second part of the thesis covers some algebraic and combinatorial aspects of convolutional codes. Although convolutional codes are a natural generalization of block codes, only few constructions of them have been presented in the literature; see for instance [70, 79, 80, $124,134]$. This is in contrast to the well-developed theory of block codes.

Motivated by the previous lack of algebraic and combinatorial constructions of convolutional
codes, we focus in particular on maximum distance profile (MDP) convolutional codes, with the final aim of providing a new concrete construction. These codes are characterized by the property that they can correct the maximum number of errors per time interval.

In Chapter 6 we recall the technical background for the following chapters.
Chapter 7 is based on the publication [8], by the author and Lieb, where we investigate an important property for polynomial matrices: we say that a matrix whose entries are polynomials with coefficients in a finite field is left prime if it admits a right polynomial inverse. In [79], a characterization for MDP convolutional codes generated by a left prime polynomial matrix or, equivalently, defined as the kernel of a left prime polynomial matrix has been provided. From that moment, this criterion has been used for costructing MDP convolutional codes; see for instance [153], [12], [101]. Unfortunately, none of these works discuss the left primeness of the constructed matrices. In this chapter, we find some conditions that implies the left prime property and we then show that all the previous constructions actually produce noncatastrophic codes.

Chapter 8 is dedicated to the presentation of the algebraic construction of MDP convolutional codes obtained in [11], by the author in collaboration with Napp, Neri and Requena. For this, we select different matrices coming from Vandermonde ones as the coefficients of the polynomial generator matrix of the convolutional code. In this way, the resulting convolutional code is, under some constraints that will be detailed in the chapter, MDP. Due to the use of Vandermonde matrices, the codes constructed with this method can be considered as a natural extension of generalized Reed-Solomon block codes to the context of convolutional codes. For this reason, we call them weighted Reed-Solomon (WRS) convolutional codes.

Chapter 9 contains the results published in [10] by the author, Lieb and Rosenthal. It is devoted to present a combinatorial construction of low-density parity-check (LDPC) convolutional codes using difference triangle sets. These codes are defined as the kernel of a sparse matrix, i.e. with few nonzero entries. We provide a theoretical construction for such codes and we study the sufficient field size to avoid the presence of cycles in the associated Tanner graph, making them suitable for an efficient decoding algorithm.

## Part I

## Minimal Codes in the Hamming and Rank Metrics

## Chapter 1

## Introduction

In a linear code, a codeword is minimal if its support does not contain the support of any codeword other than its scalar multiples. A linear code is minimal if all its codewords are minimal.

In [19], Ashikhmin and Barg gave a sufficient condition for a linear code to be minimal.
Lemma 1.1. Let $\mathcal{C} \subseteq \mathbb{F}_{q}^{n}$ be an $[n, k]_{q}$ code, $w_{\min }, w_{\max }$ be the minimum and the maximum Hamming weights in $\mathcal{C}$, respectively. Then $\mathcal{C}$ is minimal if

$$
\begin{equation*}
\frac{w_{\min }}{w_{\max }}>\frac{q-1}{q} . \tag{AB}
\end{equation*}
$$

The Ashikhmin-Barg Lemma gave rise to several works with the aim of constructing minimal codes, see for example [47, 162, 64, 66]. However, condition (AB) is only sufficient. Some constructions of families of minimal codes not satisfying the condition (AB) were first presented in $[54,49]$. In $[85]$, a necessary and sufficient condition for an $\mathbb{F}_{q}$-linear code to be minimal was given: an $[n, k]_{q}$ code $\mathcal{C}$ is minimal if and only if, for every pair of linearly independent codewords $a, b \in \mathcal{C}$, we have

$$
\sum_{\lambda \in \mathbb{F}_{q}^{*}} \mathrm{wt}(a+\lambda b) \neq(q-1) \mathrm{wt}(a)-\mathrm{wt}(b) .
$$

In the same paper, the authors constructed an infinite family of minimal linear codes not satisfying the condition (AB). This construction was generalized to finite fields with odd characteristic by Bartoli and Bonini, in [26]. In [42], Bonini and Borello investigated the geometric generalization of the construction in [26], highlighting a first link between minimal codes and cutting blocking sets. Moreover, different types of recent constructions of minimal codes based on weakly regular bent and plateaued functions have been also presented in [118, 119, 120].

In the last decade, minimal codes have been the subject of intense mathematical research. First results on minimal codes were presented in [48] and [147], where in the former paper the main motivation arises from secure two-party computation. In [48], an upper bound on the rate
of a minimal codes is established and other bounds on the minimum and maximum weight of minimal codes can be found in [54].

The aim of this part of the thesis is to combine the existing literature on minimal codes with the personal contributions in $[5,7,6]$, in order to provide a complete and original overview on the topic.

Organization: In Chapter 2 we provide the background needed for understanding this part of the thesis. In Chapter 3, we survey the contributions from [5] by Alfarano, Borello and Neri and [7], by Alfarano, Borello, Neri and Ravagnani. This is the most dense chapter in the whole thesis. In [5] we propose a geometric interpretation of minimal codes in the classical context. We give a characterization of minimal linear codes in terms of cutting blocking sets. A remarkable property of minimal codes that we show is that they form an asymptotically good family. However, our proof is nonconstructive, hence this naturally poses the problem of explicitly constructing families of minimal codes of short length for a given dimension, which is equivalent to constructing small cutting blocking sets in a given projective space. Problems of this type are very natural and yet wide open challenges in the realm of extremal combinatorial structures; see e.g. [41, 21, 25]. An important contribution in this direction is [68], where the authors construct small cutting blocking sets in $\mathrm{PG}(k-1, q)$, under the assumption that the characteristic of the field is strictly greater than $k-1$ and the field size is at least $2 k-3$. Because of the constraints imposed on the field size, the construction of [68] is of limited applicability in coding theory and does not address the problem of constructing asymptotically good families of minimal codes (where $q$ is fixed and $k$ tends to infinity together with the code length). More recently, a construction of cutting blocking sets in $\operatorname{PG}(3, q)$ and $\operatorname{PG}(5, q)$, which are smaller than the previously known ones, has been given in [28]. This construction produces minimal codes of dimension respectively 4 and 6 over a finite field of arbitrary size.

In [7], we proposed three different approaches of strong combinatorial flavour to the study of minimal codes, each of which has a particular application. Most methods apply more generally to arbitrary linear codes, but give the best and most explicit results when combined with the minimality property of the underlying code.

The idea behind the first approach is to associate to a code a multivariate polynomial, which we call the support polynomial. This allows us to capture the combinatorics of the nonzero codewords of a code in an algebraic fashion, characterizing the inclusion relations among supports as the nonvanishing of a polynomial of bounded degree. We then study the support polynomial using tools from algebraic combinatorics, most notably the Alon-Füredi Theorem. As an application of this method, we obtain new lower bounds for both the minimum distance and the length of a minimal code. This improves on known results and excludes the existence of minimal codes for several new parameter sets.

The second approach uses instead ideas from statistics. More precisely, we regard the weight
of a nonzero codeword as a discrete random variable and use Pless' equations, along with classical inequalities, to compare its mean and variance. All of this establishes inequalities between the maximum and minimum weight in a linear code, which are sharp for certain code families. In turn, these yield a new upper bound for the minimum distance of a minimal code and exclude the existence of such codes for yet other parameter sets.

Finally, the third approach is based on the correspondence between minimal codes and cutting blocking sets in finite geometry. We first reduce the problem of constructing short minimal codes to that of constructing cutting blocking sets of small cardinality. Then we show how to use the theory of spreads in projective spaces to obtain cutting blocking sets whose parameters can be computed explicitly. The applications of this geometric approach are twofold: On the one hand, we obtain new explicit constructions of short minimal codes; on the other hand, we establish a recursive upper bound for the least length of a minimal code over $\mathbb{F}_{q}$ having prescribed dimension.

In Chapter 4 we focus on codes endowed with the rank metric, following [6], by Alfarano, Borello, Neri and Ravagnani. In the last decade, especially thanks to the advent of network coding [100, $2,145,95]$, the novel class of rank-metric codes has been the subject of intense mathematical research. Interesting progress has been recently made in the attempt of understanding the connection between rank-metric codes and finite geometry [129], yet this link is still not fully understood and rather unexplored.

The starting point of our investigation is a connection between rank-metric codes and the $q$ analogues of projective systems. This link has been observed already in [129]. Among the various new results, we show that the maximum rank of a nondegenerate rank-metric code $\mathcal{C} \subseteq \mathbb{F}_{q^{m}}^{n}$ is $\min \{m, n\}$, a quite simple property that nonetheless has interesting consequences in the theory of anticodes and minimal rank-metric codes.

We then apply the theory of $q$-systems to show how one can associate a Hamming-metric code to a given rank-metric code. This correspondence translates various properties of a rank-metric code into the homonymous properties in the Hamming metric. In particular, the Hamming-metric code associated to the simplex rank-metric code is (essentially) the classical simplex code.

The interplay between the rank and the Hamming metric also motivates us to investigate one of the best-known parameters of a code, namely, its total weight. We identify a suitable rank-metric analogue of the total Hamming weight of a code and show that it has a constant value for all nondegenerate rank-metric codes with the same dimension and length. We then compute its asymptotic behaviour as the field size $q$ tends to infinity, as well as the asymptotic behaviour of its variance under certain assumptions. This illustrates the general behaviour of these parameters over large finite fields.

Several applications of the above-mentioned results and concepts can be seen in theory of minimal rank-metric codes, a research line which is seemingly unexplored. We call a rank-metric code minimal if all its codewords have minimal rank support. Minimal rank-metric codes are the natural analogues (in the rank-metric) of minimal Hamming-metric codes.

The stepping stone in our approach is a characterization of minimal rank-metric codes via $q$-systems. The correspondence described above between rank-metric codes and these geometric/combinatorial structures induces a correspondence between minimal rank-metric codes and linear cutting blocking sets. The latter concept can be regarded as the $q$-analogue of the classical notion of a cutting blocking set.

The description of minimal rank-metric codes via the $q$-analogues of cutting blocking sets allows us to establish a lower bound for their length. More precisely, we find that a minimal rank-metric code $\mathcal{C} \subseteq \mathbb{F}_{q^{m}}^{n}$ of dimension $k$ must satisfy

$$
\begin{equation*}
n \geq k+m-1 \tag{1.1}
\end{equation*}
$$

We also show that a nondegenerate rank-metric code is minimal if and only if the associated Hamming-metric code is minimal (under the correspondence described earlier). This result naturally connects the theories of minimal codes in the two metrics and makes it possible to transfer/compare results across them.

A major, rather curious difference between minimal codes in the rank and in the Hamming metric appears to be in the role played by the field size $q$ with respect to bounds and existence results. While in the Hamming metric the field size $q$ is a crucial parameter (e.g., minimal codes do not exist for lengths that are too small compared to a suitable multiple of the field size), most of the bounds and existence results we derive for minimal rank-metric codes do not depend on $q$, even when this quantity explicitly shows up in the computations.

Our main contributions to the theory of minimal codes in the rank metric lies in existence results and constructions, which we now describe very briefly. We start by giving simple examples of minimal rank-metric codes (the simplex rank-metric code and nondegenerate codes of very large length). Next, we propose a general construction of 3 -dimensional minimal rank-metric codes based on the theory of scattered linear sets. The construction also proves that our lower bound for the length of a minimal rank-metric code is sharp for some (infinite) parameter sets. We then establish a general existence result for minimal rank-metric codes based on a combinatorial argument. More precisely, we show that a minimal rank-metric code $\mathcal{C} \subseteq \mathbb{F}_{q^{m}}^{n}$ of dimension $k \geq 2$ exists whenever $m \geq 2$ and

$$
\begin{equation*}
n \geq 2 k+m-2 \tag{1.2}
\end{equation*}
$$

Comparing (1.1) with (1.2) we see that, in general, the existence of minimal rank-metric codes remains an open question only for $k-1$ values of $n$ (for any fixed $m, k$ and $q$ ).

## Chapter 2

## Preliminaries on Minimal Codes

In this chapter we provide the background needed for this first part of the thesis. We start with a short introduction to classical linear codes and then we briefly discuss some preliminary notions of finite geometry. The interested reader is referred to [109, 157, 138] for more details on the theory of error-correcting codes and to [24] for a detailed first introduction to finite geometry.

### 2.1 Codes in the Hamming Metric

Let $n$ be a positive integer and $\mathbb{F}_{q}$ be the finite field with $q$ elements.
Definition 2.1. The Hamming weight of a vector $v=\left(v_{1}, \ldots, v_{n}\right) \in \mathbb{F}_{q}^{n}$ is defined as

$$
\mathrm{wt}^{\mathrm{H}}(v)=\left|\left\{1 \leq i \leq n \mid v_{i} \neq 0\right\}\right| .
$$

The Hamming weight induces a metric on $\mathbb{F}_{q}^{n}$, known as Hamming distance and defines as

$$
\begin{aligned}
d^{\mathrm{H}}: \mathbb{F}_{q}^{n} \times \mathbb{F}_{q}^{n} & \rightarrow \mathbb{N}, \\
(u, v) & \mapsto \mathrm{wt}^{\mathrm{H}}(u-v) .
\end{aligned}
$$

On this metric it has foundations of classical coding theory have been based in the last 70 years.

Definition 2.2. Let $k$, $n$ be two positive integers, with $1 \leq k \leq n$. An linear code $\mathcal{C}$ is an $\mathbb{F}_{q}$-subspace of the vector space $\mathbb{F}_{q}^{n}$ of dimension $k$ equipped with the Hamming distance. We define the minimum distance of the code $\mathcal{C} \subseteq \mathbb{F}_{q}^{n}$ the integer

$$
d^{\mathrm{H}}(\mathcal{C}):=\min \left\{d^{\mathrm{H}}(u, v) \mid u, v \in \mathcal{C}, u \neq v\right\} .
$$

We denote a linear code $\mathcal{C} \subseteq \mathbb{F}_{q}^{n}$ of dimension $k$ by $[n, k]_{q}$ code and, whenever the minimum distance $d$ of $\mathcal{C}$ is known, we refer to it by $[n, k, d]_{q}$ linear code. A matrix $G \in \mathbb{F}_{q}^{k \times n}$ is called a
generator matrix for an $[n, k]_{q}$ code $\mathcal{C}$ if the rows of $G$ form a basis of the vector space $\mathcal{C}$.
Since all the codes we will consider in this part of the thesis are linear, we will simply omit this word.

Definition 2.3. For every vector $v \in \mathbb{F}_{q}^{n}$, we define the support of $v$ as the set of nonzero entries in $v$, i.e.,

$$
\sigma^{\mathrm{H}}(v)=\left\{1 \leq i \leq n \mid v_{i} \neq 0\right\} .
$$

Hence, clearly,

$$
\left|\sigma^{\mathrm{H}}(v)\right|=\mathrm{wt}^{\mathrm{H}}(v) .
$$

The parameters $n, k, d$ of a code $\mathcal{C} \subseteq \mathbb{F}_{q}^{n}$ with dimension $k$ and minimum distance $d$ are linked by the following elegant inequality:

$$
d \leq n-k+1
$$

This bound is known as Singleton bound; see [146]. The proof is quite easy, since one can observe that by deleting $d-1$ of the positions in all codewords, we have a code of length $n-d+1$ and since the minimum distance between two distinct codewords of $\mathcal{C}$ was given by $d$, in the new smaller code we must still have all distinct codewords. Thus, the dimension of the new code remains $k$.

Definition 2.4. The codes attaining the Singleton bound are called maximum distance separable (MDS) codes.

As we explained, an $[n, k]_{q}$ code $\mathcal{C}$ can be represented via the generator matrix $G \in \mathbb{F}_{q}^{k \times n}$, i.e.

$$
\mathcal{C}=\left\{u G \mid u \in \mathbb{F}_{q}^{k}\right\}
$$

On the other hand, the code $\mathcal{C}$ can be seen as the kernel of another matrix.
Definition 2.5. A matrix $H \in \mathbb{F}_{q}^{(n-k) \times n}$ is a parity-check matrix for an $[n, k]_{q}$ code $\mathcal{C}$ if

$$
\mathcal{C}=\left\{v \in \mathbb{F}_{q}^{n} \mid H v^{\top}=0\right\} .
$$

For every $u, v \in \mathbb{F}_{q}^{n}$, denote by $u \cdot v$ the standard dot product between $u$ and $v$, i.e.

$$
u \cdot v=\sum_{i=1}^{n} u_{i} v_{i} .
$$

Then we have the following definition.
Definition 2.6. Let $\mathcal{C}$ be an $[n, k]_{q}$ linear code. The dual code $\mathcal{C}^{\perp}$ is an $[n, n-k]_{q}$ linear code, defined as

$$
\mathcal{C}^{\perp}=\left\{v \in \mathbb{F}_{q}^{n} \mid u \cdot v=0 \text { for all } u \in \mathcal{C}\right\}
$$

Note that a parity-check matrix for $\mathcal{C}$ is a generator matrix of $\mathcal{C}^{\perp}$.
Definition 2.7. An $[n, k]_{q}$ linear code is nondegenerate if there exists no coordinate position is identically zero. Furthermore, $\mathcal{C}$ is called projective if in one (and thus in all) generator matrix $G$ of $\mathcal{C}$ no two columns are proportional. Note that a projective code is necessarily nondegenerate.

The Definition 2.7 immediately implies that if an $[n, k]_{q}$ linear code $\mathcal{C}$ is nondegenerate, then the minimum distance $d^{\perp}$ of its dual code $\mathcal{C}^{\perp}$ is at least 1 .

At this point it is a natural question to ask when two linear code with the same length, dimension and minimum distance defined over the same field are actually equivalent. For the purpose of this thesis we are only interested in the following class of equivalence.

Definition 2.8. Let $\mathcal{G}$ be the subgroup of the group of linear automorphisms of $\mathbb{F}_{q}^{n}$ generated by the permutations of coordinates and by the multiplication of the $i$-th coordinate by an element in $\mathbb{F}_{q}^{*}$. Two codes $\mathcal{C}$ and $\mathcal{C}^{\prime}$ are (monomially) equivalent if there exists $\sigma \in \mathcal{G}$ such that $\mathcal{C}^{\prime}=\sigma(\mathcal{C})$.

We finally recall the following operations on codes. For any matrix $G \in \mathbb{F}_{q}^{k \times n}$, and set $I \subseteq\{1, \ldots, n\}$ satisfying $0<|I|<n$, we denote by $G^{I} \in \mathbb{F}_{q}^{k \times|I|}$ the submatrix whose columns are those of $G$ indexed by $I$, and by $\bar{I}$ the complement of $I$ in $\{1, \ldots, n\}$, i.e. $\bar{I}=\{1, \ldots, n\} \backslash I$.

Let $\mathcal{C}$ be an $[n, k, d]_{q}$ and $I \subseteq\{1, \ldots, n\}$. We can puncture $\mathcal{C}$ by deleting the same coordinates $i \in I$ in each codeword. The resulting code is still linear, its length is $n-|I|$, and we denote it by $\mathcal{C}^{I}$ and call it pucturing on $I$. If $G$ is a generator matrix for $\mathcal{C}$, then a generator matrix for $\mathcal{C}^{I}$ is $G^{\bar{I}}$.

Let $C$ be an $[n, k, d]_{q}$ code and let $S \subseteq\{1, \ldots, n\}$. Consider the set

$$
\mathcal{C}(S):=\left\{c \in \mathcal{C} \mid \sigma^{\mathrm{H}}(c) \subseteq \bar{S}\right\}
$$

i.e. the set of codewords which are 0 on $S$; this set is a subcode of C. Puncturing $C(S)$ on $S$ gives a code over $\mathbb{F}_{q}$ of length $n-|S|$, called the code shortened on $S$ and denoted $C_{S}$.

The following result is well-known.
Theorem 2.9. [88, Theorem 1.5.7] Let $C$ be an $[n, k, d]_{q}$ code. Let $S \subseteq\{1, \ldots, n\}$ be a set of $s$ coordinates. Then:

1. $\left(C^{\perp}\right)_{S}=\left(C^{S}\right)^{\perp}$ and $\left(C^{\perp}\right)^{S}=\left(C_{S}\right)^{\perp}$.
2. If $s<d$ then $\mathcal{C}^{S}$ and $\left(C^{\perp}\right)_{S}$ have dimension $k$ and $n-k-s$, respectively.
3. If $s=d$ and $S$ is the set of coordinates where a minimum weight codeword is nonzero, then $\mathcal{C}^{S}$ and $\left(C^{\perp}\right)_{S}$ have dimensions $k-1$ and $n-d-k+1$, respectively.

### 2.2 Projective Systems

In this section we consider linear codes from a geometrical point of view, as detailed in [156]. We first give some background of fundamentals of finite projective geometry. For a detailed introduction we refer to the recent book by Ball [22]. Let $\mathrm{PG}(k, q)$ be the finite projective geometry of dimension $k$ and order $q$. Due to a result of Veblen and Young [159], all finite projective spaces of dimension greater than two are isomorphic, and they correspond to Galois geometries. The space $\mathrm{PG}(k, q)$ can be easily seen as the vector space of dimension $k+1$ over the finite field $\mathbb{F}_{q}$. In this representation, the one-dimensional subspaces correspond to the points, the two-dimensional subspaces correspond to the lines, etc. Formally, we have

$$
\operatorname{PG}(k, q):=\left(\mathbb{F}_{q}^{k+1} \backslash\{0\}\right) / \sim,
$$

where

$$
u \sim v \text { if and only if } u=\lambda v \text { for some } \lambda \in \mathbb{F}_{q} .
$$

It is not hard to show by elementary counting that the number of points of $\operatorname{PG}(k, q)$ is given by

$$
\theta_{q}(k):=\frac{q^{k+1}-1}{q-1} .
$$

A $d$-flat $\Pi$ in $\operatorname{PG}(k, q)$ is a subspace isomorphic to $\operatorname{PG}(d, q)$; if $d=k-1$, the subspace $\Pi$ is called a hyperplane. It is clear that $\theta_{q}(k)$ is also the number of hyperplanes in $\operatorname{PG}(k, q)$.

Central to the geometric point of view of linear codes is the idea of a projective system.
Definition 2.10. A projective $[n, k, d]_{q}$ system $\mathcal{M}$ is a finite set of $n$ points (counted with multiplicity) of $\mathrm{PG}(k-1, q)$ that do not all lie on a hyperplane and such that

$$
d=n-\max \{|H \cap \mathcal{M}|: H \subseteq \operatorname{PG}(k-1, q), \operatorname{dim}(H)=k-2\} .
$$

Projective $[n, k, d]_{q}$ systems $\mathcal{M}$ and $\mathcal{M}^{\prime}$ are equivalent if there exists a projective isomorphism $\phi \in \operatorname{PGL}(k-1, q)$ mapping $\mathcal{M}$ to $\mathcal{M}^{\prime}$ which preserves the multiplicities of the points.

Let $\mathcal{C}$ be an $[n, k]_{q}$ code with $k \times n$ generator matrix $G$. Note that multiplying any column of $G$ by a nonzero field element yields a generator matrix for a code which is equivalent to $\mathcal{C}$. Consider the (multi)set of one-dimensional subspaces of $\mathbb{F}_{q}^{n}$ spanned by the columns of $G$. In this way the columns may be considered as a multiset $\mathcal{M}$ of points in $\operatorname{PG}(k-1, q)$ (where the multiplicity depends on how many times a certain column appears in the generator matrix, up to scalar multiple).

For any nonzero vector $v=\left(v_{1}, v_{2}, \ldots, v_{k}\right)$ in $\mathbb{F}_{q}^{k}$, it follows that the projective hyperplane

$$
v_{1} x_{1}+v_{2} x_{2}+\cdots+v_{k} x_{k}=0
$$

contains $|\mathcal{M}|-w$ points of $\mathcal{M}$ if and only if the codeword $v G$ has weight $w$. Therefore, linear nondegenerate $[n, k, d]_{q}$ codes and projective $[n, k, d]_{q}$ systems are equivalent objects. Indeed, the procedure described above gives a correspondence between $[n, k, d]_{q}$ codes up to (monomial) equivalence and projective $[n, k, d]_{q}$ systems up to (projective) equivalence [156, Theorem 1.1.6]. This can be formally stated as follows. We denote by $(\Phi, \Psi)$ the correspondence

$$
\left\{\text { classes of nondeg. }[n, k, d]_{q} \text { codes }\right\} \longleftrightarrow\left\{\text { classes of projective }[n, k, d]_{q} \text { systems }\right\}
$$

More specifically, for a class of nondegenerate $[n, k, d]_{q}$ code $[\mathcal{C}], \Phi([C])$ is the (equivalence class of the) multiset obtained by taking the columns with multiplicities of any generator matrix of any representative of $[C]$, while $\Psi$ is the functor that does the inverse operation. Given an equivalence class of multisets $[\mathcal{M}]$ in $\mathrm{PG}(k-1, q)$, it returns the class containing the code whose generator matrix has the points of $\mathcal{M}$, taken with multiplicities, as columns.

### 2.3 Codes in the Rank Metric

For a vector $v \in \mathbb{F}_{q^{m}}^{n}$ and an ordered basis $\Gamma=\left\{\gamma_{1}, \ldots, \gamma_{m}\right\}$ of the field extension $\mathbb{F}_{q^{m}} / \mathbb{F}_{q}$, let $\Gamma(v) \in \mathbb{F}_{q}^{n \times m}$ be the matrix defined by

$$
v_{i}=\sum_{j=1}^{m} \Gamma(v)_{i j} \gamma_{j} .
$$

Note that $\Gamma(v)$ is constructed by simply transposing $v$ and then expanding each entry over the basis $\Gamma$. The $\Gamma$-support of a vector $v \in \mathbb{F}_{q^{m}}^{n}$ is the column space of $\Gamma(v)$. It is denoted by $\sigma_{\Gamma}(v) \subseteq \mathbb{F}_{q}^{n}$. The following result can be obtained by a standard linear algebra argument.

Proposition 2.11. Let $v \in \mathbb{F}_{q^{m}}^{n}$.

1. We have $\sigma_{\Gamma}(v)=\sigma_{\Gamma}(\alpha v)$ for all nonzero $\alpha \in \mathbb{F}_{q^{m}}$ and all bases $\Gamma$.
2. The $\Gamma$-support of $v$ does not depend on the choice of the basis $\Gamma$.
3. For all matrices $A \in \mathbb{F}_{q}^{n \times n}$ we have $\Gamma(v A)=A^{\top} \Gamma(v)$.

Proof. 1. The map

$$
m_{\alpha}: \mathbb{F}_{q^{m}} \rightarrow \mathbb{F}_{q^{m}}, v \mapsto \alpha v
$$

is an $\mathbb{F}_{q}$-linear automorphism. With respect to the basis $\Gamma$ it is represented by a matrix $A_{\Gamma} \in \mathrm{GL}_{m}(q)$, and hence $\Gamma(\alpha v)=\Gamma(v) A_{\Gamma}$ has the same column space of $\Gamma(v)$.
2. Change of basis acts in the same way. $\Gamma(v)=\Gamma^{\prime}(v) A$, where $A \in \mathrm{GL}_{m}(q)$ is the change-of-basis matrix such that $\Gamma=\Gamma^{\prime} A$.
3. By definition, it suffies to check that for all $i \in\{1, \ldots, n\}$ we have

$$
(v A)_{i}=\sum_{j=1}^{m}\left(A^{\top} \Gamma(v)\right)_{i j} \gamma_{j}
$$

On the one hand we have $(v A)_{i}=\sum_{\ell=1}^{n} v_{\ell} A_{\ell i}$. On the other hand,

$$
\begin{aligned}
\sum_{j=1}^{m}\left(A^{\top} \Gamma(v)\right)_{i j} \gamma_{j} & =\sum_{j=1}^{m} \sum_{\ell=1}^{n} A_{\ell i} \Gamma(v)_{\ell j} \gamma_{j} \\
& =\sum_{\ell=1}^{n} A_{\ell i} \sum_{j=1}^{m} \Gamma(v)_{\ell j} \gamma_{j} \\
& =\sum_{\ell=1}^{n} v_{\ell} A_{\ell i},
\end{aligned}
$$

as desired.

Definition 2.12. In the sequel, for $v \in \mathbb{F}_{q^{m}}^{n}$ we let $\sigma^{\mathrm{rk}}(v):=\sigma_{\Gamma}(v)$ be the (rank) support of $v$, where $\Gamma$ is any basis of $\mathbb{F}_{q^{m}} / \mathbb{F}_{q}$. The support is well-defined by Proposition 2.11. The rank (weight) of a vector $v$ is the $\mathbb{F}_{q}$-dimension of its support, denoted by $\operatorname{rk}(v)$.

Rank-metric codes and their fundamental parameters are defined as follows. In this thesis, we follow [74] and only concentrate on rank-metric codes that are linear over $\mathbb{F}_{q^{m}}$.

Definition 2.13. A (rank-metric) code is an $\mathbb{F}_{q^{m}}$-linear subspace $\mathcal{C} \subseteq \mathbb{F}_{q^{m}}^{n}$. Its elements are called codewords. The integer $n$ is the length of the code. The dimension of $\mathcal{C}$ is the dimension as an $\mathbb{F}_{q^{m} \text {-vector space }}$ and the minimum (rank) distance of a nonzero code $\mathcal{C}$ is

$$
d(\mathcal{C}):=\min \{\operatorname{rk}(v): v \in \mathcal{C}, v \neq 0\} .
$$

We also define the minimum distance of the zero code to be $n+1$. We say that $\mathcal{C}$ is an $[n, k, d]_{q^{m} / q}$ code if it has length $n$, dimension $k$ and minimum distance $d$. When the minimum distance is not known or is irrelevant, we write $[n, k]_{q^{m} / q}$. A generator matrix of an $[n, k]_{q^{m} / q}$ code is a matrix $G \in \mathbb{F}_{q^{m}}^{k \times n}$ whose rows generate $\mathcal{C}$ as an $\mathbb{F}_{q^{m}}$-linear space. Finally, the (rank) support of an $\mathbb{F}_{q^{m}}$-linear rank-metric code $\mathcal{C}$ is the sum of the supports of its codewords, i.e.,

$$
\sigma^{\mathrm{rk}}(\mathcal{C})=\sum_{v \in \mathcal{C}} \sigma^{\mathrm{rk}}(v)
$$

where the sum is intended as sum of vector spaces.
The support of a rank-metric codes is determined by the supports of any set of generators, as the following simple result shows.

Proposition 2.14. For every $v, w \in \mathbb{F}_{q^{m}}^{n}$, we have $\sigma^{\mathrm{rk}}(v+w) \subseteq \sigma^{\mathrm{rk}}(v)+\sigma^{\mathrm{rk}}(w)$. Moreover, if $\mathcal{C}=\left\langle c_{1}, \ldots c_{t}\right\rangle_{\mathbb{F}_{q^{m}}} \subseteq \mathbb{F}_{q^{m}}^{n}$ is a rank-metric code, then $\sigma^{\mathrm{rk}}(\mathcal{C})=\sigma^{\mathrm{rk}}\left(c_{1}\right)+\cdots+\sigma^{\mathrm{rk}}\left(c_{t}\right)$.

Recall that a (linear, rank-metric) isometry of $\mathbb{F}_{q^{m}}^{n}$ is an $\mathbb{F}_{q^{m}}$-linear automorphism $\varphi$ of $\mathbb{F}_{q^{m}}^{n}$ that preserves the rank weight, i.e., such that $\operatorname{rk}(v)=\operatorname{rk}(\varphi(v))$ for all $v \in \mathbb{F}_{q^{m}}^{n}$. It is known that the isometry group of $\mathbb{F}_{q^{m}}^{n}$, say $\mathcal{G}(q, m, n)$, is generated by the (nonzero) scalar multiplications of $\mathbb{F}_{q^{m}}$ and the linear group $\operatorname{GL}_{n}(q)$; see e.g. [34]. More precisely, $\mathcal{G}(q, m, n) \cong$ $\mathbb{F}_{q^{m}}^{*} \times \mathrm{GL}_{n}(q)$, which (right-)acts on $\mathbb{F}_{q^{m}}^{n}$ via

$$
\begin{aligned}
\left(\mathbb{F}_{q^{m}}^{*} \times \mathrm{GL}_{n}(q)\right) \times \mathbb{F}_{q^{m}}^{n} & \longrightarrow \mathbb{F}_{q^{m}}^{n} \\
((\alpha, A), v) & \longmapsto \alpha v A .
\end{aligned}
$$

Definition 2.15. Rank-metric codes $\mathcal{C}, \mathcal{C}^{\prime} \subseteq \mathbb{F}_{q^{m}}^{n}$ are (linearly) equivalent if there exists $\varphi \in \mathcal{G}(q, m, n)$ such that $\mathcal{C}^{\prime}=\varphi(\mathcal{C})$.

Observe that, by $\mathbb{F}_{q^{m}}$-linearity, when studying linear equivalence of $[n, k]_{q^{m} / q}$ codes the action of $\mathbb{F}_{q^{m}}^{*}$ is trivial. In particular, $[n, k]_{q^{m} / q} \operatorname{codes} \mathcal{C}$ and $\mathcal{C}^{\prime}$ are equivalent if and only if there exists $A \in \mathrm{GL}_{n}(q)$ such that

$$
\mathcal{C}^{\prime}=\mathcal{C} \cdot A:=\{v A: v \in \mathcal{C}\}
$$

We conclude this section with the definition of dual code, which we will use often throughout the thesis.

Definition 2.16. The dual of a rank-metric code $\mathcal{C} \subseteq \mathbb{F}_{q^{m}}^{n}$ with respect to the standard dot product is the rank-metric code

$$
\mathcal{C}^{\perp}=\left\{v \in \mathbb{F}_{q^{m}}^{n}: u \cdot v=0 \text { for all } u \in \mathcal{C}\right\} \subseteq \mathbb{F}_{q^{m}}^{n}
$$

Recall moreover that $\operatorname{dim}_{\mathbb{F}_{q^{m}}}(\mathcal{C})+\operatorname{dim}_{\mathbb{F}_{q^{m}}}\left(\mathcal{C}^{\perp}\right)=n$ for all rank-metric codes $\mathcal{C} \subseteq \mathbb{F}_{q^{m}}^{n}$.

## Chapter 3

## Three Combinatorial Perspectives on Minimal Codes

The results provided in this chapter are based on the publications [5] by Alfarano, Borello, Neri and [7] by Alfarano, Borello, Neri and Ravagnani. Here, we decided to add the proofs of some results that do not appear in the published papers.

Since this is the most dense chapter of the thesis, for convenience of the reader we list the main contributions, pointing to the corresponding statements.

- In Theorem 3.8, we establish a one-to-one correspondence between equivalence classes of nondegenerate minimal codes and equivalence classes of cutting blocking sets.
- In Theorem 3.18, we show that minimal codes are asymptotically good.
- As an application of methods from algebraic combinatorics, in particular the Alon-Füredi Theorem and the Combinatorial Nullstellensatz:

1. a lower bound on the minimum distance of a minimal code (Theorem 3.44);
2. a structural result on the maximal codewords in a linear code (Theorem 3.49);
3. a lower bound on the block length of a minimal code (Theorem 3.51).

- Combining ideas from coding theory and statistics with the algebraic combinatorial approach outlined above:

4. an upper bound on the minimum distance of a minimal code and a constraint on its parameters (Corollary 3.63);
5. a result connecting the relative difference between maximum and minimum weights in a linear code with its block length (Proposition 3.66).

- Using methods from projective geometry, most notably the theory of spreads:

6. a construction of cutting blocking sets from spreads in finite geometry and of the corresponding minimal codes (Theorems 3.73 and 3.75);
7. an inductive construction of cutting blocking sets of small cardinality and of the corresponding minimal codes (Proposition 3.78 and Theorem 3.79);
8. two new general constructions of short minimal codes (Constructions 4 and 5).

### 3.1 Minimal Codes

We start this section with introducing the family of minimal codes.
Definition 3.1. A codeword $c$ is an $[n, k]_{q}$ linear code $\mathcal{C}$ is minimal if for every $c^{\prime} \in \mathcal{C}$,

$$
\sigma^{\mathrm{H}}(c) \subseteq \sigma^{\mathrm{H}}\left(c^{\prime}\right) \Longleftrightarrow c=\lambda c^{\prime} \text { for some } \lambda \in \mathbb{F}_{q} .
$$

If all the codewords of $\mathcal{C}$ are minimal then $\mathcal{C}$ is called minimal code.
In [19], Ashikhmin and Barg gave a sufficient condition for a linear code to be minimal.
Lemma 3.2. Let $\mathcal{C}$ be an $[n, k]_{q}$ code, $w_{\min }$, $w_{\max }$ be the minimum and the maximum Hamming weights in $\mathcal{C}$, respectively. Then $\mathcal{C}$ is minimal if

$$
\begin{equation*}
\frac{w_{\min }}{w_{\max }}>\frac{q-1}{q} . \tag{AB}
\end{equation*}
$$

The Ashikhmin-Barg Lemma gave rise to several works with the aim of constructing minimal codes, see for example [47, 162, 64, 66]. However, condition (AB) is only sufficient. Some constructions of families of minimal codes not satisfying the condition (AB) were first presented in $[54,49]$. In $[85]$, a necessary and sufficient condition for an $\mathbb{F}_{q}$-linear code to be minimal was given: an $[n, k]_{q}$ code $\mathcal{C}$ is minimal if and only if, for every pair of linearly independent codewords $a, b \in \mathcal{C}$, we have

$$
\begin{equation*}
\sum_{\lambda \in \mathbb{F}_{q}^{*}} \mathrm{wt}(a+\lambda b) \neq(q-1) \mathrm{wt}(a)-\mathrm{wt}(b) . \tag{3.1}
\end{equation*}
$$

Remark 3.3. Following the notation of Definition 3.1, in a minimal code $\mathcal{C}$ any nonzero codeword $c$ is minimal, but also maximal (i.e., every other codeword $c^{\prime} \in \mathcal{C}$ with $\sigma^{\mathrm{H}}\left(c^{\prime}\right) \supseteq \sigma^{\mathrm{H}}(c)$ is a multiple of $c$ ).

The following simple result states that every minimal codeword $c$ in a $[n, k]_{q}$ code $\mathcal{C}$ has weight upper bounded by $n-k+1$.

Proposition 3.4. Let $\mathcal{C}$ be an $[n, k]_{q}$ code. Every minimal codeword $c \in \mathcal{C}$ has $\mathrm{wt}^{\mathrm{H}}(c) \leq n-k+1$.
Proof. 1. Puncturing $C$ on the nonzero positions of $c$, one gets a new code whose length is $n-\mathrm{wt}^{\mathrm{H}}(c)$ and whose dimension is $k-1$. Therefore $k-1 \leq n-\mathrm{wt}^{\mathrm{H}}(c)$.
2. Since $c$ and $c^{\prime}$ are maximal, $\sigma^{\mathrm{H}}(c) \cap \sigma^{\mathrm{H}}\left(c^{\prime}\right) \neq \emptyset$. Moreover, for any $\alpha \in \mathbb{F}_{q}^{*}, c+\alpha c^{\prime}$ has to be linearly independent from both $c$ and $c^{\prime}$. In particular, its support cannot contain $\sigma^{\mathrm{H}}(c)$ or $\sigma^{\mathrm{H}}\left(c^{\prime}\right)$. Hence, for any $\alpha \in \mathbb{F}_{q}^{*}$ there exists an index $i_{\alpha} \in \sigma^{\mathrm{H}}(c) \cap \sigma^{\mathrm{H}}\left(c^{\prime}\right)$ such that $c_{i_{\alpha}}+\alpha c_{i_{\alpha}}^{\prime}=0$. Since we have $i_{\alpha} \neq i_{\beta}$ for all $\alpha, \beta \in \mathbb{F}_{q}^{*}$ with $\alpha \neq \beta$, then $\left|\sigma^{\mathrm{H}}(c) \cap \sigma^{\mathrm{H}}\left(c^{\prime}\right)\right| \geq q-1$, as desired.

### 3.2 Cutting Blocking Sets and Minimal Codes

The concept of a cutting blocking set was introduced in [42] with the goal of constructing a family of minimal codes. However, the same objects were known earlier under various names and in different contexts. In [59] these are called $N$-fold strong blocking sets and are used for constructing small saturating sets in projective spaces over finite fields. In [68], cutting blocking sets are referred to as generator sets and are constructed as union of disjoint lines.

First we recall some basic background on blocking sets.
Definition 3.5. Let $t, r, N$ be positive integers with $r<N$. A $t$-fold $r$-blocking set in $\operatorname{PG}(N, q)$ is a set $\mathcal{M} \subseteq \operatorname{PG}(N, q)$ such that for every $(N-r)$-flat $\Lambda$ of $\operatorname{PG}(N, q)$ we have $|\Lambda \cap \mathcal{M}| \geq t$. When $r=1$, we will refer to it as a $t$-fold blocking set. When $t=1$, we will refer to it as an $r$-blocking set. Finally, blocking sets are the ones with $r=t=1$.

Definition 3.6. Let $r, N$ be positive integers with $r<N$. An $r$-blocking set $\mathcal{M}$ in $\operatorname{PG}(N, q)$ is called cutting if for every pair of $(N-r)$-flats $\Lambda, \Lambda^{\prime}$ of $\operatorname{PG}(N, q)$ we have

$$
\mathcal{M} \cap \Lambda \subseteq \mathcal{M} \cap \Lambda^{\prime} \Longleftrightarrow \Lambda=\Lambda^{\prime}
$$

Moreover, a cutting $r$-blocking set $\mathcal{M}$ is called minimal if for every $P \in \mathcal{M}$, the set $\mathcal{M} \backslash\{P\}$ is not a cutting $r$-blocking set.

The following result gives a different characterization of cutting blocking sets. The result follows also from [42, Theorem 3.5].

Proposition 3.7. A set $\mathcal{M} \subseteq \operatorname{PG}(N, q)$ is a cutting $r$-blocking set if and only if for every $(N-r)$-flat $\Lambda$ of $\mathrm{PG}(N, q)$ we have $\langle\mathcal{M} \cap \Lambda\rangle=\Lambda$.
In particular, a cutting $r$-blocking set in $\mathrm{PG}(N, q)$ is an $(N-r+1)$-fold blocking set.
Proof. ( $\Leftarrow)$ Let $\Lambda, \Lambda^{\prime}$ be $(N-r)$-flats of $\operatorname{PG}(N, q)$, such that $\mathcal{M} \cap \Lambda \subseteq \mathcal{M} \cap \Lambda^{\prime}$. Then $\Lambda=$ $\langle\mathcal{M} \cap \Lambda\rangle \subseteq\left\langle\mathcal{M} \cap \Lambda^{\prime}\right\rangle=\Lambda^{\prime}$, and since $\Lambda$ and $\Lambda^{\prime}$ have the same dimension, we get $\Lambda=\Lambda^{\prime}$, i.e. $\mathcal{M}$ is a cutting $r$-blocking set.
$(\Rightarrow)$ Suppose by contradiction that there exists an $(N-r)$-flat $\Lambda$ such that $\langle\Lambda \cap \mathcal{M}\rangle=\Delta \subsetneq \Lambda$. Then, for every $(N-r)$-flat $\Lambda^{\prime}$ containing $\Delta$ we have $\Lambda^{\prime} \cap \mathcal{M} \supseteq \Delta \cap \mathcal{M}=\Lambda \cap \mathcal{M}$. And therefore, $\mathcal{M}$ is not a cutting $r$-blocking set.

The following theorem has been proved in [5] and it is the main result in this section. It explain how the correspondence between nondegenerate codes and projective systems restrict to a correspondence between equivalence classes of minimal codes and equivalence classes of cutting blocking sets.

Theorem 3.8. Equivalence classes of $[n, k, d]_{q}$ minimal codes are in correspondence with equivalence classes of projective $[n, k, d]_{q}$ systems $\mathcal{M}$ such that $\mathcal{M}$ is a cutting blocking set via $(\Phi, \Psi)$. Furthermore, via the same pair of functors $(\Phi, \Psi)$, equivalence classes of $[n, k, d]_{q}$ reduced minimal codes are in correspondence with projective $[n, k, d]_{q}$ systems $\mathcal{M}$ such that $\mathcal{M}$ is a minimal cutting blocking set and every point in $\mathcal{M}$ has multiplicity 1 .

Proof. The first statement follows from the definitions of the two objects. Hyperplanes $\langle v\rangle^{\perp}$ in $\operatorname{PG}(k-1, q)$ correspond to linearly independent codewords $v G$ of $\mathcal{C}$. For any pair of hyperplanes $H=\langle v\rangle^{\perp}$ and $H^{\prime}=\left\langle v^{\prime}\right\rangle^{\perp}$ we have $\mathcal{M} \cap H \subseteq \mathcal{M} \cap H^{\prime}$ if and only if $\sigma^{\mathrm{H}}(v G) \supseteq \sigma^{\mathrm{H}}\left(v^{\prime} G\right)$, where $G$ is any generator matrix of $\mathcal{C}$ and $\mathcal{M}$ is the associated projective system. Moreover, since puncturing on a coordinate of a code whose generator matrix is $G$ coincides to removing the corresponding point from the multiset $\mathcal{M}$, we get the second statement.

Observe that reduced minimal codes correspond to multisets $\mathcal{M}$ with no multiplicity. In particular, in order to construct minimal codes, by Theorem 3.8 we only need to construct classical sets, without multiplicity.

### 3.3 Bounds on Length and Distance of Minimal Codes

It is natural to ask for which values $R$ we can produce minimal codes of rate $k / n=R$. It is in general easier to construct minimal codes with very small rate, such as simplex codes or related codes as in [26, 42]. However, a priori it is not clear if one can do it for arbitrary rates. In particular, for a given dimension $k$ one would like to determine what is the smallest length $n$ (and hence the largest rate $R=k / n$ ) such that an $[n, k]_{q}$ minimal code exists. In this section we provide some partial answers to these questions, proving some bounds on the length and the minimum distance of a minimal code for a fixed dimension. The characterization given in Theorem 3.8 plays a crucial role in dealing with these problems.

The following result shows that minimal codes have relatively large length with respect to their dimension and field size; see also Remark 3.60.

Theorem 3.9. Let $\mathcal{C}$ be an $[n, k]_{q}$ minimal code. Then

$$
n \geq(k-1) q+1
$$

Proof. If $k=1$ there is nothing to prove, hence we assume $k \geq 2$. Choose a generator matrix, and the corresponding projective $[n, k]_{q}$ system $\mathcal{M}$ in $\Pi=\operatorname{PG}(k-1, q)$. Consider the set $S$ of
incident point-hyperplane pairs $(P, \Lambda)$ in $\Pi$, where $P \in \mathcal{M}$ and, for every $P$ denote by $m(P)$ the multiplicity of $P$. Summing over all the points of $\mathcal{M}$ we obtain

$$
\begin{equation*}
|S|=\sum_{P \in \mathcal{M}} m(P) \theta_{q}(k-2)=n \theta_{q}(k-2), \tag{3.2}
\end{equation*}
$$

since $\theta_{q}(k-2)$ is the number of hyperplanes through a point.
On the other hand, summing over the set $\Gamma$ of all the hyperplanes of $\Pi$ we get

$$
\begin{equation*}
|S|=\sum_{H \in \Gamma} \sum_{P \in H} m(P) \geq \sum_{H \in \Gamma}(k-1)=(k-1) \theta_{q}(k-1), \tag{3.3}
\end{equation*}
$$

where the inequality follows from the fact that $(\mathcal{M}, m)$ is in particular a $(k-1)$-fold blocking set in $\Pi$, by Proposition 3.7. Combining (3.2) and (3.3), we obtain

$$
n \geq\left\lceil(k-1) \frac{\theta_{q}(k-1)}{\theta_{q}(k-2)}\right\rceil
$$

We then conclude observing that $\left\lceil(k-1) \frac{\theta_{q}(k-1)}{\theta_{q}(k-2)}\right\rceil=(k-1) q+\left\lceil\frac{k-1}{\theta_{q}(k-2)}\right\rceil=(k-1) q+1$.
Notice that the result presented in Theorem 3.9 was independently and simultaneously shown also in [106, Theorem 1.4].

As a consequence, we get an asymptotic improvement of a result by Chabanne, Cohen and Patey [48]. In that work, they showed that the rate $R$ of an $[n, R n]_{q}$ minimal code for $n$ large enough satisfies $R \leq \log _{q}(2)$, calling this bound the Maximal bound.

Corollary 3.10. If $\mathcal{C}$ is a minimal code of rate $R$, asymptotically it holds $R \leq \frac{1}{q}$.
Proof. Let $\mathcal{C}$ be a minimal code of rate $R$. Then, by Theorem 3.9

$$
R=\frac{k}{n} \leq \frac{n+q-1}{q n} \longrightarrow \frac{1}{q},
$$

as $n$ goes to infinity.
Remark 3.11. The previous bound is not tight in general. More precisely, in [5] we conjectured a new lower bound for the length $n$ of an $[n, k]_{q}$ minimal code, which was then proved in [148].

Theorem 3.12 (see $[5,148])$. Let $\mathcal{C}$ be an $[n, k]_{q}$ minimal code with $k \geq 2$. We have

$$
n \geq(k-1)(q-1)+1+\sum_{i=1}^{k-1}\left\lceil\frac{(k-1)(q-1)+1}{q^{i}}\right\rceil .
$$

In Section 3.5 we will further improve the bound in Theorem 3.12 using methods from algebraic combinatorics; see Theorem 3.51.

We now state an important result relating the minimum distance with the dimension of a minimal code and the size of the underlying field, which was originally proved by Cohen, Mesnager and Patey in [54]. In the next sections we will improve this result.
Theorem 3.13. Let $\mathcal{C}$ be an $[n, k, d]_{q}$ minimal code with $k \geq 2$. Then $d \geq k+q-2$.
Remark 3.14. The bound in Theorem 3.13 is not sharp. However, it can be used to get new bounds on the length of a minimal code, combining Theorem 3.13 with known upper bounds on the minimum distance. It is easy to observe that using the Singleton bound does not improve on Theorem 3.9. However, if $q$ is small, we can get better results using the Griesmer bound [81].
Corollary 3.15. Let $\mathcal{C}$ be an $[n, k]_{q}$ minimal code. Then

$$
n \geq \sum_{i=0}^{k-1}\left\lceil\frac{k+q-2}{q^{i}}\right\rceil
$$

Proof. It follows combining Theorem 3.13 with the Griesmer bound.
Remark 3.16. Observe that for some sets of parameters Corollary 3.15 gives a better lower bound on the length of minimal codes than the one of Theorem 3.9, while for other sets of parameters the converse holds. For instance, it is easy to see that for $q=2$, Corollary 3.15 is always better. Viceversa, when $q \geq k \geq 4$, Theorem 3.9 provides better results.

Furthermore, numerical results with Magma show that the bound in Corollary 3.15 is not sharp. For example, for $q=2$ and $k=4$, the minimum possible length of a minimal code is 9 , while the above bound gives 8 .

### 3.3.1 Asymptotic Performance of Minimal Codes

We recall that there is an existence result that holds asymptotically, i.e. we can actually ensure the existence of minimal codes of arbitrary length $n$ of a fixed rate $R$ that only depends on $q$. This existence result is not constructive, and it was shown by Chabanne, Cohen and Patey [48].

Theorem 3.17 (Minimal Bound [48]). For any rate $R=k / n$ such that

$$
0 \leq R \leq \frac{1}{2} \log _{q}\left(\frac{q^{2}}{q^{2}-q+1}\right)
$$

there exists an infinite sequence of $[n, k]_{q}$ minimal codes.
The most important consequence of Theorem 3.13 is that it allows to show that minimal codes are asymptotically good. Let us recall that a family of codes is said asymptotically good if it contains a sequence $C=\left(\mathcal{C}_{1}, \mathcal{C}_{2}, \ldots\right)$ of linear codes, where $\mathcal{C}_{n}$ is an $\left[n, k_{n}, d_{n}\right]_{q}$ code such that the rate $R$ and the relative distance $\delta$ of $\mathcal{C}_{n}$, that is

$$
R:=\liminf _{n \rightarrow \infty} \frac{k_{n}}{n} \quad \text { and } \quad \delta:=\liminf _{n \rightarrow \infty} \frac{d_{n}}{n},
$$

are both positive.
In general, we would like ideally both rate and relative distance of a code to be as large as possible, since the rate measures the number of information coordinates with respect to the length of the code and the relative distance measures the error correction capability of the code. Determining the rate and the relative distance for a class of codes is in general a difficult task. For example, it is still unknown if the family of cyclic codes is asymptotically good. However, some families of asymptotically good codes are known to exist. For example, codes that meet the Asymptotic Gilbert-Varshamov bound, binary quasi-cyclic codes [51, 3], self-dual codes [4], group codes [44].

A direct consequence of Theorem 3.13 and of the Minimal Bound of Theorem 3.17 is the following result.

Theorem 3.18. Minimal codes are asymptotically good.
Remark 3.19. As already mentioned in Chapter 1, we are particularly interested in finding lower bounds on the length of minimal codes or, equivalently, lower bounds on the size of cutting blocking sets in projective spaces. From this point of view, it is not restrictive to only consider projective codes, which correspond to projective systems in which all the points have multiplicity one.

It immediately follows from the definitions that a cutting blocking set $\mathcal{M}$ in $\operatorname{PG}(N, q)$ is necessarily an $N$-fold blocking set. The following theorem is obtained by combining a well-known result of Beutelspacher (which gives a lower bound on the cardinality of an $N$-fold blocking set in $\operatorname{PG}(N, q)$ when $N \leq q)$ and the correspondence between minimal codes and cutting blocking sets.

Theorem 3.20 (see [36, Theorem 2]). Let $\mathcal{C}$ be an $[n, k]_{q}$ minimal code. If $k-1 \leq q$, then $n \geq(q+1)(k-1)$.

The above results uses the fact that cutting blocking sets in $\operatorname{PG}(k-1, q)$ are in particular $(k-1)$-fold blocking sets. Beutelspacher also characterized ( $k-1$ )-fold blocking sets in $\mathrm{PG}(k-1, q)$ with cardinality $(q+1)(k-1)$, under the further assumption that $k \leq \sqrt{q}+2$. Recall that, when $q$ is a square, a $T$-dimensional Baer subspace of $\operatorname{PG}(N, q)$ is a subgeometry isomorphic to $\operatorname{PG}(T, \sqrt{q})$.

Theorem 3.21 (see [36, Theorem 3]). Let $4 \leq k \leq \sqrt{q}+2$ and let $\mathcal{M}$ be a $(k-1)$-fold blocking set in $\mathrm{PG}(k-1, q)$. Then $|\mathcal{M}| \geq(q+1)(k-1)$. Moreover, equality holds if and only if one of the following scenarios occurs:

1. $\mathcal{M}$ is the set of points on $k-1$ mutually skew lines.
2. $k=\sqrt{q}+2$ and $\mathcal{M}$ is the point set of a 3 -dimensional Baer subspace of $\operatorname{PG}(k-1, q)$.
3. $q=4, k=4$, and $\mathcal{M}$ is the complement of a hyperoval in a plane of $\operatorname{PG}(k-1, q)$, where an hyperoval is a set of $q+2$ points in a plane, no three of which are collinear.

Lemma 3.22. In $P G(2, q)$ a set $\mathcal{M}$ is a cutting blocking set if and only if it a 2 -fold blocking set.

Proof. Clearly, a cutting blocking set is a 2 -fold blocking set, as shown in Proposition 3.7. On the other hand, if $\mathcal{M}$ is a 2-fold blocking set, then for every line $\ell$ in $P G(2, q),\langle\ell \cap \mathcal{M}\rangle=\ell$, since $|\ell \cap \mathcal{M}| \geq 2$. We conclude again by Proposition 3.7.

Moreover, in $\mathrm{PG}(2, q)$ one can always construct a 2 -fold blocking set of size $3 q$, or equivalently a $[3 q, 3]_{q}$ minimal code, by considering the union of three lines that do not intersect in the same point. When $q$ is a square, one can construct a cutting blocking set as union of two disjoint Baer subplanes, producing a minimal code of length $2 q+2 \sqrt{q}+2$. We thus survey the known results on the cardinality of 2-fold blocking sets in $\operatorname{PG}(2, q)$, which turn out to be an accurate estimates also for the length of minimal codes of dimension 3 .

Theorem 3.23 (see [23, Theorem 3.1]). Suppose that $\mathcal{M}$ be a 2-fold blocking set in $\operatorname{PG}(2, q)$. The following hold.

1. If $q<9$, then $|\mathcal{M}| \geq 3 q$.
2. If $q>4$ is a square, then $|\mathcal{M}| \geq 2 q+2 \sqrt{q}+2$.
3. If $q>19, q=p^{2 d+1}$, then $|\mathcal{M}| \geq 2 q+p^{d}\left\lceil\frac{\left(p^{d+1}+1\right)}{\left(p^{d}+1\right)}\right\rceil+2$.
4. If $q=11,13,17,19$ is not a square, then $|\mathcal{M}| \geq \frac{(5 q+7)}{2}$.

The bounds in Theorem 3.23, parts (3) and (4), are believed not to be sharp; see [23, page 133]. In particular, we are not aware of any construction of 2 -fold blocking sets achieving these sizes.

### 3.4 First Constructions of Minimal Codes

In this section we provide a general construction of reduced minimal codes based on the geometric point of view. For this family of codes, we also determine the weight distribution, using basic combinatorial results in finite geometry.

Remark 3.24. In the literature, there is one general construction of small cutting blocking sets we are aware of, which we briefly sketch in this remark.

It was proposed by Fancsali and Sziklai in [68] and it works as follows. One chooses any $2 k-3$ distinct points on the rational normal curve in $\operatorname{PG}(k-1, q)$ and takes the union of the tangent lines at these points. The resulting set is a cutting blocking set, under the assumption
that the characteristic of the field is at least $k$. We call it the rational normal tangent set. The corresponding codes are minimal $[(2 k-3)(q+1), k]_{q}$ codes whose minimum distance was proved to be at least $k q$ in [28]. The drawback of this construction is the constraint on both the size $(q)$ and the characteristic ( $p$ ) of the underlying field, reading $q \geq 2 k-3$ and $p \geq k$. For a fixed value of $q$, the approach of [68] constructs cutting blocking sets in $\operatorname{PG}(k-1, q)$ for only a finite number of values of $k$.

In the following, we present a second construction that instead works for every choice of the parameters $k$ and $q$ which we provided in in [5] The same construction can be found also in [106, 27].

We start with two auxiliary lemmas, based on avoiding results in finite projective spaces.
Lemma 3.25. Let $q$ be a prime power, $k, r$ be integers such that $1 \leq r \leq k$. Let $P_{1}, \ldots, P_{r} \in$ $\operatorname{PG}(k-1, q)$ be points not on the same $(r-2)$-flat. Then, the number of hyperplanes $H$ avoiding $P_{1}, \ldots, P_{r}$ is $q^{k-r}(q-1)^{r-1}$.

Proof. It follows from a simple calculation using inclusion-exclusion principle. Since the number of hyperplanes is $\theta_{q}(k-1)$, and the number of hyperplanes containing at least $i$ points among the $P_{j}$ 's is equal to $\theta_{q}(k-1-i)$, we get that the number of hyperplanes avoiding all the $P_{j}$ 's is

$$
\begin{aligned}
& \theta_{q}(k-1)-\sum_{i=1}^{r}(-1)^{i-1}\binom{r}{i} \theta_{q}(k-1-i) \\
= & \frac{1}{q-1} \sum_{i=0}^{r}\binom{r}{i}(-1)^{i}\left(q^{k-i}-1\right) \\
= & \frac{1}{q-1}\left(q^{k-r} \sum_{i=0}^{r}\binom{r}{i}(-1)^{i} q^{r-i}-\sum_{i=0}^{r}\binom{r}{i}(-1)^{i}\right) \\
= & q^{k-r}(q-1)^{r-1} .
\end{aligned}
$$

Lemma 3.26. Let $P_{1}, \ldots, P_{k} \in \operatorname{PG}(k-1, q)$ be points in general position. Then, the number of hyperplanes containing $P_{1}, \ldots, P_{s}$ and avoiding $P_{s+1}, \ldots, P_{k}$ is $(q-1)^{k-s-1}$

Proof. Let $\Lambda:=\left\langle P_{1}, \ldots, P_{s}\right\rangle$, then the number of hyperplanes containing $\Lambda$ and avoiding $P_{s+1}, \ldots, P_{k}$ is in correspondence with the number of hyperplanes in $\mathrm{PG}(k-1) / \Lambda \cong P G(k-s, q)$ avoiding $P_{s+1}, \ldots, P_{k}$. Such number is, by Lemma 3.25, equal to $(q-1)^{k-s-1}$.

Theorem 3.27. Let $P_{1}, \ldots, P_{k}$ be points in general position in $\operatorname{PG}(k-1, q)$. For $1 \leq i<j \leq k$, consider the line $\ell_{i, j}:=\left\langle P_{i}, P_{j}\right\rangle$. Then, $\mathcal{M}:=\bigcup_{i, j} \ell_{i, j}$ is a minimal cutting blocking set.

Proof. Let $H$ be a hyperplane in $P G(k-1, q)$. Since the points $P_{1}, \ldots, P_{k}$ are in general position, there exists at least one point among them, say $P_{1}$ that is not in $H$. Consider the intersection
$H \cap \mathcal{M}$, which does not contain $P_{1}$. Hence $H$ meets the lines $\ell_{1, j}$ 's in $k-1$ distinct points $Q_{2}, \ldots Q_{k}$, i.e. $\left\{Q_{j}\right\}=H \cap \ell_{1, j}$ for $j \in\{2, \ldots, k\}$. Take the flat $\Lambda:=\langle\mathcal{M} \cap H\rangle$, and observe that

$$
\left\langle\Lambda, P_{1}\right\rangle \supseteq\left\langle P_{1}, Q_{j}\right\rangle=\ell_{1, j},
$$

However, $P_{j} \in \ell_{1, j}$ for every $j \in\{2, \ldots, k\}$, and this implies $\left\langle\Lambda, P_{1}\right\rangle \supseteq\left\langle P_{1}, \ldots, P_{k}\right\rangle=\mathrm{PG}(k-$ $1, q)$. Hence, necessarily $\operatorname{dim}(\Lambda)=k-2$ and by Proposition 3.7, $\mathcal{M}$ is a cutting blocking set.

It is left to prove that $\mathcal{M}$ is minimal. Suppose we remove one of the points $P_{i}$ 's from $\mathcal{M}$, say $P_{1}$, getting $\tilde{\mathcal{M}}:=\mathcal{M} \backslash\left\{P_{1}\right\}$. Take a $(k-3)$-flat $\Lambda \subseteq\left\langle P_{2}, \ldots, P_{k}\right\rangle$ avoiding the points $P_{2}, \ldots, P_{k}$. By Lemma 3.25 such a hyperplane always exists. Hence $H:=\left\langle\Lambda, P_{1}\right\rangle$ is a hyperplane such that $H \cap \tilde{\mathcal{M}} \subseteq \Lambda$, and by Proposition 3.7, $\tilde{M}$ is not minimal. Similarly, choose a point in $\mathcal{M} \backslash\left\{P_{1}, \ldots, P_{k}\right\}$ and remove it from $\mathcal{M}$. Without loss of generality, we can choose $Q_{1,2} \in$ $\ell_{1,2} \backslash\left\{P_{1}, P_{2}\right\}$ and consider $\tilde{M}:=\mathcal{M} \backslash\left\{Q_{1,2}\right\}$. Take the space $H:=\left\langle Q_{1,2}, P_{3}, \ldots, P_{k}\right\rangle$. It is easy to see that $\left\langle H, P_{1}\right\rangle=\left\langle H, P_{2}\right\rangle=\mathrm{PG}(k-1, q)$, and hence $H$ is a hyperplane. Moreover, $H \cap \mathcal{M}=\left\{Q_{1,2}, P_{3}, \ldots, P_{k}\right\}$, therefore $\operatorname{dim}(H \cap \tilde{\mathcal{M}})=\operatorname{dim}\left(\left\langle P_{3}, \ldots, P_{k}\right\rangle\right)=k-3$, and by Proposition 3.7 $\tilde{\mathcal{M}}$ can not be a cutting blocking set.

From this construction, called tetrahedron, one obtains a family of $\left[(q-1)\binom{k}{2}+k, k,(q-\right.$ $1)(k-1)+1]_{q}$ minimal codes. As a consequence of Theorem 3.23, when $k=3$ this construction provides a minimal 2-fold blocking set in $\mathrm{PG}(2, q)$ for any $q<9$.

The next result analyzes the reduced minimal code obtained in Theorem 3.27, giving the full description of its weight distribution.

Theorem 3.28. The code associated to the minimal cutting blocking set of Theorem 3.27 is a $\left.\left[\begin{array}{l}k \\ 2\end{array}\right)(q-1)+k, k\right]_{q}$ reduced minimal code $\mathcal{C}$, whose weights are exactly

$$
f_{q, k}(r):=\frac{1}{2}(k-r)((k+r-1) q-2 k+4),
$$

for every $r \in\{0, \ldots, k-1\}$. Furthermore, the weight distribution of $\mathcal{C}$ is given by

$$
A_{i}(\mathcal{C})=\sum_{\left\{r \mid f_{q, k}(r)=i\right\}}\binom{k}{r}(q-1)^{k-r}
$$

Proof. By the equivalence ( $\Phi, \Psi$ ) between codes and projective systems, the dimension of the code obtained by $\mathcal{M}$ is clearly $k$ and its length is $n=\binom{k}{2}(q-1)+k$. Now, for a hyperplane $H=\langle v\rangle^{\perp}$, the weight of its $q-1$ associated codewords (i.e. all the nonzero multiples of $v G$, where $G$ is the generator matrix obtained from $\mathcal{M})$ is $n-|\mathcal{M} \cap H|$. Therefore, it is determined by $|H \cap \mathcal{M}|$. By the symmetric properties of $\mathcal{M}$, the quantity $|H \cap \mathcal{M}|$ only depends on the integer

$$
r:=\left|\left\{i \in\{1, \ldots, k\} \mid P_{i} \in H\right\}\right| .
$$

In this case, without loss of generality we can assume that $P_{1}, \ldots, P_{r} \in H$, and $P_{r+1}, \ldots$, $P_{k-r} \notin H$. Hence, $H$ contains all the lines $\ell_{i, j}$ for $0 \leq i<j \leq r$, and it intersects all the lines $\ell_{i, j}$ in $\left\{P_{i}\right\}$, for $0 \leq i \leq r<j \leq k$, and in $\left\{Q_{i, j}\right\}$ for $r+1 \leq i<j \leq k$. Moreover, observe that the points $Q_{i, j}$ are all pairwise distinct. Therefore, the weight of the codeword associated to $H$ is equal to

$$
\begin{aligned}
f_{q, k}(r) & =\binom{k}{2}(q-1)+k-|\mathcal{M} \cap H| \\
& =\binom{k}{2}(q-1)+k-\left|\bigcup_{1 \leq i \leq r<j \leq k} \ell_{i, j}\right|-\left|\bigcup_{r+1 \leq i<j \leq k}\left\{Q_{i, j}\right\}\right| \\
& =\binom{k}{2}(q-1)+k-\binom{r}{2}(q-1)-r-\binom{k-r}{2} \\
& =\frac{1}{2}(k-r)((k+r-1) q-2 k+4) .
\end{aligned}
$$

The numbers $A_{i}(\mathcal{C})$ follow from Lemma 3.26, taking into account that for every hyperplane we need to count $q-1$ distinct codewords, which correspond to all the nonzero multiples.

Example 3.29. We explain now in details the situation for $k=3$. The construction of the minimal cutting blocking set of Theorem 3.28 corresponds to the union of three lines $\ell_{1}, \ell_{2}, \ell_{3}$ in the projective plane $\operatorname{PG}(2, q)$ with trivial intersection, that is $\ell_{1} \cap \ell_{2} \cap \ell_{3}=\emptyset$. We write $\left\{P_{i, j}\right\}=\ell_{i} \cap \ell_{j}$ for $1 \leq i<j \leq 3$. Here hyperplanes are lines and for any line $\ell$ there are three possibilities: it can coincide with one of the lines $\ell_{i}$ 's, it can contain one of the $P_{i, j}$ 's, or none of them. The three cases give weights $f_{q, 3}(2)=2 q-1, f_{q, 3}(1)=3 q-2$ and $f_{q, 3}(0)=3 q-3$. This code for $q \geq 3$ is a three-weight code with weight distribution $A_{0}=1, A_{2 q-1}=3(q-1)$, $A_{3 q-3}=(q-1)^{3}$ and $A_{3 q-2}=3(q-1)^{2}$, and for $q=2$ it is a two-weight code with weight distribution $A_{0}=1, A_{3}=4$ and $A_{5}=3$.

Remark 3.30. The family of codes described in Theorem 3.27 has been constructed independently also in [106, Proposition 4.4.] and in [27, Section III]. However, in both these papers the authors did not study the reducedness, nor find the weight distributions. Moreover, in [27] the construction has been provided only for $q \geq k+2$. In particular, it is important to highlight the fact that the computation of the weight distribution of this family of codes gives a partial answer to an open problem in [27, Open Problem 1]. This suggests that the geometric point of view allows to analyze better the properties of minimal codes.

### 3.4.1 Minimal Codes of Dimension 4

Here we exhibit a special construction for minimal codes of dimension 4, using cutting blocking sets in $\operatorname{PG}(3, q)$ which have size smaller than the ones provided in Theorem 3.27.

Construction 1. Let $P_{1}, P_{2}, P_{3}, P_{4} \in \mathrm{PG}(3, q)$ be points in general position. Up to change of coordinates, we can assume them to be the (representatives of the) standard basis vectors. Consider the lines $\ell_{i}=\left\langle P_{i}, P_{i+1}\right\rangle$ for $i \in\{1,2,3,4\}$ and the indices taken modulo 4. For the line $m_{1}:=\left\langle P_{1}, P_{3}\right\rangle$, consider the sheaf of planes $\left\{H_{\alpha} \mid \alpha \in \mathbb{F}_{q}^{*}\right\}$ containing it, given by $H_{\alpha}:=\{[x, y, z, \alpha y] \mid[x, y, z] \in \mathrm{PG}(2, q)\}$, where we have removed the planes $\left\langle\ell_{1}, \ell_{2}\right\rangle$ and $\left\langle\ell_{3}, \ell_{4}\right\rangle$. For the line $m_{2}:=\left\langle P_{2}, P_{4}\right\rangle$, we do the same, and take the sheaf of planes $\left\{K_{\alpha} \mid \alpha \in \mathbb{F}_{q}^{*}\right\}$ containing it, given by $K_{\alpha}:=\{[x, y, \alpha x, z] \mid[x, y, z] \in \operatorname{PG}(2, q)\}$, where we have removed the planes $\left\langle\ell_{1}, \ell_{4}\right\rangle$ and $\left\langle\ell_{2}, \ell_{3}\right\rangle$. Now, for every $\alpha \in \mathbb{F}_{q}^{*}$ compute $H_{\alpha} \cap K_{\alpha}=\{[x, y, \alpha x, \alpha y] \mid[x, y] \in \operatorname{PG}(1, q)\}$. We fix a $\beta \in \mathbb{F}_{q}^{*}$, and take the point

$$
Q_{\beta, \alpha}:=[1, \beta, \alpha, \beta \alpha] .
$$

Note that $Q_{\beta, \alpha} \in\left(H_{\alpha} \cap K_{\alpha}\right) \backslash\left(m_{1} \cup m_{2}\right)$ for every $\alpha \in \mathbb{F}_{q}^{*}$. Moreover, the points $Q_{\beta, \alpha}$ are all on the line $\ell_{\beta}:=\langle[1, \beta, 0,0],[0,0,1, \beta]\rangle=\{[x, \beta x, y, \beta y] \mid[x, y] \in \operatorname{PG}(1, q)\}$.

With this notation we define $\mathcal{M}_{\beta}$ to be the set

$$
\mathcal{M}_{\beta}:=\ell_{1} \cup \ell_{2} \cup \ell_{3} \cup \ell_{4} \cup\left\{Q_{\beta, \alpha} \mid \alpha \in \mathbb{F}_{q}^{*}\right\} .
$$

Theorem 3.31. The set $\mathcal{M}_{\beta}$ is a minimal cutting blocking set in $\operatorname{PG}(3, q)$, for every $\beta \in \mathbb{F}_{q}^{*}$.
Proof. Let $H$ be a hyperplane of $\operatorname{PG}(3, q)$, that is a plane. We call $\mathcal{N}$ the union of the four lines. First, it is easy to see that if $H$ contains a line $\ell_{i}$, then $\left\langle H \cap \mathcal{M}_{\beta}\right\rangle$ is a hyperplane, since it contains at least another point not on $\ell_{i}$. Suppose that $H$ meets a line $\ell_{i}$ in only one point $R_{i}$ distinct from $P_{i}$ and $P_{i+1}$. Without loss of generality, we can assume $i=1$. Hence $\left\langle\mathcal{M}_{\beta} \cap H\right\rangle \supseteq\langle\mathcal{N} \cap H\rangle=: \Lambda$. Now, observe that $\left\langle\Lambda, P_{1}\right\rangle$ contains at least the line $\ell_{1}$, a point on $\ell_{2}$ distinct from $P_{2}$ and another point on $\ell_{4}$ different from $P_{1}$. Hence

$$
\left\langle\Lambda, P_{1}\right\rangle \supseteq\left\langle\ell_{1}, \ell_{2}, \ell_{4}\right\rangle \supseteq\left\langle P_{1}, P_{2}, P_{3}, P_{4}\right\rangle=\mathrm{PG}(3, q),
$$

which implies $\operatorname{dim}(\Lambda)=2$. It remains to analyze the only case left, which is $\mathcal{N} \cap H=\left\{P_{1}, P_{3}\right\}$ (the case $\mathcal{N} \cap H=\left\{P_{2}, P_{4}\right\}$ is symmetric). In this case, necessarily $H=H_{\alpha}$, for some $\alpha \in \mathbb{F}_{q}^{*}$, and so $\left\langle H \cap \mathcal{M}_{\beta}\right\rangle=\left\langle P_{1}, P_{3}, Q_{\beta, \alpha}\right\rangle=H_{\alpha}=H$. This shows that $\mathcal{M}_{\beta}$ is a cutting blocking set.

It remains to prove that $\mathcal{M}_{\beta}$ is minimal. Clearly, we can not remove any of the points $Q_{\beta, \alpha}$ 's, since $\mathcal{M}_{\beta} \backslash\left\{Q_{\beta, \alpha}\right\}$ meets $H_{\alpha}$ only in $P_{1}$ and $P_{3}$. The same happens if we remove one of the points $P_{i}$ 's. Indeed, $\mathcal{M}_{\beta} \backslash\left\{P_{1}\right\}$ meets $H_{\alpha}$ only in $\left\{P_{3}, Q_{\beta, \alpha}\right\}$, for every $\alpha \in \mathbb{F}_{q}^{*}$ (and symmetrically with $\left.\mathcal{M}_{\beta} \backslash\left\{P_{3}\right\}\right)$. The same happens with the hyperplanes $K_{\alpha}$ 's if we remove $P_{2}$ or $P_{4}$. It is left to prove that if we remove a point $R$ on one of the lines, say $\ell_{1}$, the resulting set $\mathcal{M}_{\beta} \backslash\{R\}$ is not cutting. Take the point $P_{3}$ and consider the sheaf of planes containing the line $\left\langle P_{3}, R\right\rangle$. Every plane of this sheaf meets the line $\ell_{4}$ in exactly one point. Hence, the sheaf is parametrized by the points on the line $\ell_{4}$, and we can write it as $\left\{H_{S} \mid S \in \ell_{4}\right\}$, where clearly $H_{S}=\left\langle P_{3}, R, S\right\rangle$. Consider now the intersection between $H_{S}$ and $\tilde{\mathcal{N}}:=\mathcal{N} \backslash\{R\}$, i.e. the union of all the four lines
without the point $R$. If $S=P_{1}$ then $H_{P_{1}} \cap \tilde{\mathcal{N}}=\left(\ell_{1} \backslash\{R\}\right) \cup\left\{P_{3}\right\}$, which spans a hyperplane. It is not difficult to see that in all the remaining $q$ cases it spans a line. However, every $H_{S}$ meets the line $\ell_{\beta}$ in exactly a point. Hence it contains at most one of the $Q_{\beta, \alpha}$ 's. However, we have $q$ hyperplanes $H_{S}$ and only $q-1$ points. Therefore, necessarily there exists $S \in \ell_{4}$ such that $H_{S} \cap \mathcal{M}_{\beta}=\left\{P_{3}, R, S\right\}$ and thus $\mathcal{M}_{\beta} \backslash\{R\}$ is not cutting.

Corollary 3.32. For every $\beta \in \mathbb{F}_{q}^{*}$, Construction 1 produces a $[5 q-1,4,3 q-2]_{q}$ reduced minimal code $\mathcal{C}_{\beta}$.

Proof. Using the characterization result of Theorem 3.8, clearly the code obtained by the minimal cutting blocking set $M_{\beta}$ via $(\Phi, \Psi)$ is a $[5 q-1,4]_{q}$ reduced minimal code. It is left to determine the minimum distance of $\mathcal{C}_{\beta}$, which corresponds via $(\Phi, \Psi)$ to the value $(5 q-1)-\max \left\{\left|H \cap \mathcal{M}_{\beta}\right|\right.$ : $\operatorname{dim}(H)=2\}$. Any hyperplane $H$ can contain at most two of the lines $\ell_{i}$ 's and $\ell_{\beta}$, since every three of them span the whole space $\mathrm{PG}(3, q)$. If it contains none of them, then $\left|\mathcal{M}_{\beta} \cap H\right| \leq 5$. If $H$ contains only one of the $\ell_{i}$ 's then $\left|\mathcal{M}_{\beta} \cap H\right| \leq q+3$. In the case $H$ contains only $\ell_{\beta}$ we also have $\left|\mathcal{M}_{\beta} \cap H\right| \leq q+3$. Finally, the only case in which $H$ contains a pair of lines is when $H=\left\langle\ell_{i}, \ell_{i+1}\right\rangle$, for $i \in\{1,2,3,4\}$ (where the indices are taken modulo 4). In this case, we can see that $H$ does not contain any of the points $Q_{\alpha, \beta}$, and therefore, $\left|H \cap M_{\beta}\right|=2 q+1$. For every prime power $q$, the maximum among these values is given by $2 q+1$, and this concludes the proof.

We conclude this subsection with explanatory examples.
Example 3.33. According to Corollary 3.32, Construction 1 for $q=2$ and $\beta=1$ gives rise to a minimal $[9,4,4]_{2}$ code, whose generator matrix is

$$
G=\left(\begin{array}{lllllllll}
1 & 1 & 0 & 0 & 0 & 0 & 0 & 1 & 1 \\
0 & 1 & 1 & 1 & 0 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & 1 & 1 & 1 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 & 0 & 1 & 1 & 1 & 1
\end{array}\right)
$$

It was proved by computer search with Magma [45] that 9 is the shortest length that a minimal code of dimension 4 can have over $\mathbb{F}_{2}$. Moreover, always with Magma we observed that this is the unique $[9,4]_{2}$ minimal code up to equivalence.

Example 3.34. For $q=3$ and $\beta=2$, Construction 1 gives the $[14,4,7]_{3}$ reduced minimal code $\mathcal{C}_{2}$ whose generator matrix is

$$
G=\left(\begin{array}{llllllllllllll}
1 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 2 & 1 & 1 \\
0 & 1 & 2 & 1 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 2 & 2 \\
0 & 0 & 0 & 0 & 1 & 2 & 1 & 1 & 1 & 0 & 0 & 0 & 1 & 2 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 2 & 1 & 1 & 1 & 2 & 1
\end{array}\right)
$$

### 3.4.2 Minimal Codes of Dimension 5

Here we show another special construction for minimal codes of dimension 5, using cutting blocking sets in $\operatorname{PG}(4, q)$ whose size is smaller than the one provided in Theorem 3.27. When $q=2$, we provide also an alternative construction for minimal codes of dimension 5 as minimal blocking sets in $\operatorname{PG}(4,2)$.

Construction 2. Let $P_{1}, P_{2}, P_{3}, P_{4}, P_{5}$ be five points in general position in $\operatorname{PG}(4, q)$. Without loss of generality, we can assume that they are the (representatives of the) standard basis vectors. Consider the lines $\ell_{i}=\left\langle P_{i}, P_{i+1}\right\rangle$ for $i \in\{1,2,3,4,5\}$, where the indices are taken modulo 5 . Consider now for $i \in\{1,2,3,4\}$ a point $Q_{i} \in \ell_{i} \backslash\left\{P_{i}, P_{i+1}\right\}$, and define the lines $m_{1}:=\left\langle Q_{1}, Q_{3}\right\rangle$, $m_{2}:=\left\langle Q_{2}, Q_{4}\right\rangle$ and $m_{3}:=\left\langle Q_{1}, Q_{4}\right\rangle$.

With this notation, we define the set $\mathcal{M}:=\ell_{1} \cup \ell_{2} \cup \ell_{3} \cup \ell_{4} \cup \ell_{5} \cup m_{1} \cup m_{2} \cup m_{3}$. We will refer to the above construction also as the pentagonal construction.

Theorem 3.35. The set $\mathcal{M}$ defined in Construction 2 is a cutting blocking set in $\operatorname{PG}(4, q)$.
Proof. We first write $\mathcal{N}=\ell_{1} \cup \ell_{2} \cup \ell_{3} \cup \ell_{4} \cup \ell_{5}$ and $\mathcal{N}^{\prime}=m_{1} \cup m_{2} \cup m_{3}$. Let $H$ be a hyperplane, define the spaces $\Lambda:=\langle H \cap \mathcal{M}\rangle$ and $\Lambda_{1}:=\langle H \cap \mathcal{N}\rangle$ and consider the number $r$ of the $P_{i}$ 's that are also in $H$. Clearly $r \in\{0,1,2,3,4\}$. If $r=4$ it is clear that $\langle H \cap \mathcal{N}\rangle=H$. If $r=0$, then it is easy to see that $\left\langle\Lambda_{1}, P_{1}\right\rangle$ contains $\mathcal{N}$, and hence it is the whole $\operatorname{PG}(4, q)$. Therefore $\operatorname{dim}\left(\Lambda_{1}\right)=\operatorname{dim}(\Lambda)=3$. Also if $r=1$, that is $P_{1} \in H$, then $\left\langle\Lambda_{1}, P_{2}\right\rangle$ turns out to be the whole space, hence $\operatorname{dim}(\Lambda)=3$. Now assume that $r=3$. Then we have two possibilities for the indices of these points. They can be consecutive (modulo 5), say $P_{1}, P_{2}, P_{3}$, in which case $H$ contains their span plus a point on $\ell_{4}$. Clearly this implies $\operatorname{dim}(\Lambda)=\operatorname{dim}\left(\Lambda_{1}\right)=3$. The second case is when the indices are of the form $i, i+1, i+3$, i.e. $\left\langle\ell_{i}, P_{i+3}\right\rangle \subseteq H$. Then $H$ intersects at least one line $m_{j}=\left\langle Q_{t}, Q_{s}\right\rangle$ skew to $\ell_{i}$ in another point $R$ distinct from $Q_{1}, Q_{2}, Q_{3}, Q_{4}$. Consider then $\left\langle\Lambda, Q_{s}\right\rangle \supseteq\left\langle\ell_{i}, m_{j}, P_{i+3}\right\rangle=\mathrm{PG}(4, q)$. Hence also in this case $\operatorname{dim}(\Lambda)=3$. It remains to show the case $r=2$. If the indices of these two points are consecutive, then $H$ contains a line $\ell_{i}$ and two more points, one on $\ell_{i+2}$ and one on $\ell_{i+3}$. Clearly in this case $\left\langle\Lambda_{1}, P_{i+3}\right\rangle \supseteq\left\langle\ell_{i}, \ell_{i+2}, \ell_{i+3}\right\rangle=\mathrm{PG}(4, q)$, and we conclude also in this case. Suppose now that the two points in $H$ are $P_{i}$ and $P_{i+2}$. Then $H$ will also intersect the line $\ell_{i+3}$ in a point $R$, and at least a line $m_{j}=\left\langle Q_{t}, Q_{s}\right\rangle$ in a point $S$, which is different from $Q_{t}$ and $Q_{s}$. Then it is easy to see that also in this case $\left\langle\Lambda, Q_{s}\right\rangle=\operatorname{PG}(4, q)$, which finally shows that $\mathcal{M}$ is cutting.

Corollary 3.36. Construction 2 produces a $[8 q-3,5,4 q-3]_{q}$ minimal code.
Proof. The fact that from Construction 2 we obtain a $[8 q-3,5]_{q}$ minimal code, simply follows from the characterization result of Theorem 3.8. The minimum distance can be computed observing that a hyperplane $H$ can contain at most 4 lines among the defining lines of $\mathcal{M}$, and this happens only in five cases: $H_{1}=\left\langle\ell_{1}, \ell_{2}, m_{2}, m_{3}\right\rangle, H_{2}=\left\langle\ell_{3}, \ell_{4}, m_{1}, m_{3}\right\rangle, H_{3}=\left\langle\ell_{1}, \ell_{2}, \ell_{3}, m_{1}\right\rangle$, $H_{4}=\left\langle\ell_{2}, \ell_{3}, \ell_{4}, m_{2}\right\rangle$ and $H_{5}=\left\langle\ell_{1}, \ell_{4}, \ell_{5}, m_{3}\right\rangle$. In these cases we have $\left|\mathcal{M} \cap H_{i}\right|=4 q$, and the
weights of the associated codewords are $8 q-3-4 q=4 q-3$. In all the other cases, it is not difficult to see that any other hyperplane contains a smaller number of points of $\mathcal{M}$. Hence, the minimum distance of the code is $4 q-3$.

In the binary case, the pentagonal construction gives the $[13,5,5]_{2}$ reduced minimal code whose generator matrix is

$$
G=\left(\begin{array}{lllllllllllll}
1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 1 & 0 & 1 \\
0 & 1 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 1 & 1 \\
0 & 0 & 0 & 1 & 1 & 1 & 0 & 0 & 0 & 0 & 1 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 1 & 1 & 0 & 0 & 1 & 1 & 1 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 1 & 1 & 0 & 1 & 1
\end{array}\right)
$$

By Magma computations, we can observe that 13 is the shortest length for a binary minimal code of dimension 5 .

For $q=3$ the code obtained is $[21,5,9]_{3}$, but with the aid of MaGmA we found a $[20,5,9]_{3}$ minimal code. Hence, in general Construction 2 does not provide the smallest cutting blocking set in $\operatorname{PG}(4, q)$.

In this sequel, we provide a construction of minimal codes of dimension 5 over $\mathbb{F}_{2}$, using cutting blocking sets in $\operatorname{PG}(4,2)$, different from the pentagonal construction. We will refer to it as the hexagonal construction.

Construction 3. Let $\left\{P_{1}, P_{2}, P_{3}, P_{4}, P_{5}, P_{6}\right\}$ be a projective frame in PG(4,2). Without loss of generality, we can assume $P_{1}, P_{2}, P_{3}, P_{4}, P_{5}$ to be the (representatives of the) standard basis vectors and $P_{6}=[1,1,1,1,1]$. Consider the lines $\ell_{i}=\left\langle P_{i}, P_{i+1}\right\rangle$ for $i \in\{1,2,3,4,5,6\}$, where the indices are taken modulo 6 . Let $Q:=[1,0,1,0,1]$.

The set $\mathcal{M}:=\ell_{1} \cup \ell_{2} \cup \ell_{3} \cup \ell_{4} \cup \ell_{5} \cup \ell_{6} \cup\{Q\}$ is a minimal cutting blocking set in $\operatorname{PG}(4,2)$. This is not difficult to verify by hand or computer search.

This construction produces the $[13,5,5]_{2}$ reduced minimal code generated by the following matrix:

$$
G_{2}=\left(\begin{array}{lllllllllllll}
1 & 0 & 0 & 0 & 0 & 1 & 1 & 0 & 0 & 0 & 1 & 0 & 1 \\
0 & 1 & 0 & 0 & 0 & 1 & 1 & 1 & 0 & 0 & 1 & 1 & 0 \\
0 & 0 & 1 & 0 & 0 & 1 & 0 & 1 & 1 & 0 & 1 & 1 & 1 \\
0 & 0 & 0 & 1 & 0 & 1 & 0 & 0 & 1 & 1 & 1 & 1 & 0 \\
0 & 0 & 0 & 0 & 1 & 1 & 0 & 0 & 0 & 1 & 0 & 1 & 1
\end{array}\right)
$$

With the aid of Magma we observed that the code constructed in this way and the one obtained from the pentagonal construction are the only two $[13,5,5]_{2}$ minimal codes up to equivalence.

The hexagonal construction can be adapted to $q=3$. It gives a $[20,5,9]_{3}$ minimal codes, which is the shortest code that we could obtain. Unfortunately, it seems difficult to generalize it for minimal codes of dimension 5 over $\mathbb{F}_{q}$, for $q>3$.

### 3.5 Algebraic Combinatorial Approach

This section develops an algebraic combinatorial approach to study minimal codes. The method uses a generator matrix of a linear code to build a multivariate polynomial "machinery". This allows us to study the maximal codewords of a code by applying classical results on the number of roots of multivariate polynomials over finite grids. As an application of our method, with the aid of Alon's Combinatorial Nullstellensatz [16] and the Alon-Füredi Theorem [17], we improve known lower bounds on the minimum distance and the length of minimal codes.

It is interesting to observe that the results contained in this section are mainly exploiting the fact that in a minimal code all the codewords are maximal, as already observed in Remark 3.3. Although in a minimal code this code property is equivalent to all codewords being minimal, the focus on maximal codewords is crucial for deriving both the lower bound on the minimum distance (Theorem 3.44) and the lower bound on the length (Theorem 3.51) of minimal codes.

### 3.5.1 Combinatorial Nullstellensatz and Alon-Füredi Theorem

We start by surveying tools from algebraic combinatorics that will be applied repeatedly in the sequel. Among these are Alon's Combinatorial Nullstellensatz and the Alon-Füredi Theorem.

Notation 3.37. We state the results of this subsection and of the next one for an arbitrary field $\mathbb{F}$. In Subsection 3.5.3 we will resume focusing on the case $\mathbb{F}=\mathbb{F}_{q}$ and on linear codes.

For a multivariate polynomial $p \in \mathbb{F}\left[x_{1}, \ldots, x_{k}\right]$ and a subset $A \subseteq \mathbb{F}^{k}$, denote by $V_{A}(p)$ the set of zeros of $p$ in $A$, and by $U_{A}(p)$ the nonzeros of $p$ in $A$, i.e.,

$$
\begin{aligned}
V_{A}(p) & =\{v \in A \mid p(v)=0\} \\
U_{A}(p) & =\{u \in A \mid p(u) \neq 0\}
\end{aligned}
$$

The Alon-Füredi Theorem [17, Theorem 5] gives a lower bound on the cardinality of $U_{A}(p)$ when $A$ is a finite grid and $p$ is not identically zero on $A$. Equivalently, it provides an upper bound on the number of zeros of $p$. We recall it for convenience of the reader.

Theorem 3.38 (Alon-Füredi Theorem [17]). Let $A=A_{1} \times \ldots \times A_{k} \subseteq \mathbb{F}^{k}$ be a finite grid with $A_{i} \subseteq \mathbb{F}$ and $\left|A_{i}\right|=n_{i}$, where $n_{1} \geq n_{2} \geq \ldots \geq n_{k} \geq 2$. Let $p \in \mathbb{F}\left[x_{1}, \ldots, x_{k}\right]$ be a polynomial that is not identically 0 on $A$, and let $\bar{p}$ be the polynomial $p$ modulo the ideal $\left(f_{1}\left(x_{1}\right), \ldots, f_{k}\left(x_{k}\right)\right)$,
where $f_{i}\left(x_{i}\right)=\prod_{a \in A_{i}}\left(x_{i}-a\right)$. Then

$$
\left|U_{A}(p)\right| \geq\left(n_{s}-\ell\right) \prod_{i=1}^{s-1} n_{i}
$$

where $\ell$ and $s$ are the unique integers satisfying $\operatorname{deg} \bar{p}=\sum_{i=s+1}^{k}\left(n_{i}-1\right)+\ell$, with $1 \leq s \leq k$ and $1 \leq \ell \leq n_{s}-1$.

The above theorem relies on the fact that the polynomial $p$ is not identically zero on the finite grid we are interested in. However, when dealing with polynomials that are not explicitly given, this property is not always easy to verify. In this direction, the celebrated Alon's Combinatorial Nullstellensatz helps determining a sufficient condition for a polynomial to be nonzero on a finite grid. We state it here for completeness.

Theorem 3.39 (Combinatorial Nullstellensatz [16]). Let $p \in \mathbb{F}\left[x_{1}, \ldots, x_{k}\right]$ and let $\operatorname{deg} p=$ $\sum_{i=1}^{k} r_{i}$, for some $r_{1}, \ldots, r_{k} \in \mathbb{N}$. Suppose that the coefficient of the monomial $x_{1}^{r_{1}} x_{2}^{r_{2}} \cdots x_{k}^{r_{k}}$ in $p$ is nonzero. Let $A:=A_{1} \times \ldots \times A_{k} \subseteq \mathbb{F}^{k}$ be a grid with $\left|A_{i}\right| \geq r_{i}+1$ for all $i \in[k]$. Then $U_{A}(p) \neq \emptyset$.

### 3.5.2 The Support Polynomials

We denote by $g^{(i)}$ the $i$-th column vector of a matrix $G \in \mathbb{F}{ }^{k \times n}$. Moreover, we consider the vector $x=\left(x_{1}, \ldots, x_{k}\right)$ whose entries are algebraically independent variables over $\mathbb{F}$.

Definition 3.40. The support polynomial associated with a matrix $G \in \mathbb{F}^{k \times n}$ and a subset $I \subseteq[n]$ is

$$
p_{G, I}(x):=\prod_{i \in I} x \cdot g^{(i)} \in \mathbb{F}\left[x_{1}, \ldots, x_{k}\right]
$$

In our approach, support polynomials are crucial for the study of minimal codes (taking as $G$ a generator matrix of an $[n, k, d]_{q}$ code and as $I$ a subset of a codeword's support). However, for the moment we focus on general properties of support polynomials that do not necessarily arise from codes. The following result is straightforward and its proof is omitted.

Proposition 3.41. Let $G \in \mathbb{F}^{k \times n}$ and $I \subseteq[n]$.

1. For every $A \in \operatorname{GL}(k, \mathbb{F})$

$$
p_{A G, I}(x)=p_{G, I}(x A)=\left(p_{G, I} \circ L_{A}\right)(x)
$$

where $L_{A}$ denotes the linear map associated to the matrix $A$, that is $v \longmapsto v A$.
2. For every $\tau \in \mathcal{S}_{n}$

$$
p_{G, \tau(I)}(x)=p_{G P_{\tau}, I}(x)
$$

where $P_{\tau}$ is the permutation matrix associated to $\tau$, such that

$$
\left(v_{1}, \ldots, v_{n}\right) P_{\tau}=\left(v_{\tau(1)}, \ldots, v_{\tau(n)}\right)
$$

3. For every $v \in \mathbb{F}^{n}$

$$
p_{G D_{v}, I}(x)=\left(\prod_{i \in I} v_{i}\right) p_{G, I}(x)
$$

where $D_{v}$ denotes the diagonal matrix whose diagonal is $v$.
We now study a support polynomial in connection with the rowspace of the matrix $G \in \mathbb{F}^{k \times n}$ that defines it. We first show how the zeros and nonzeros of support polynomials are related when we choose matrices with the same rowspace. Let $G_{1}, G_{2} \in \mathbb{F}^{k \times n}$ be two matrices such that $\operatorname{rowsp}\left(G_{1}\right)=\operatorname{rowsp}\left(G_{2}\right)$. It is easy to see that there exists $A \in \mathrm{GL}(k, \mathbb{F})$ such that

$$
\begin{aligned}
& U_{\mathbb{F}_{q}^{k}}\left(p_{G_{1}, I}\right)=U_{\mathbb{F}_{q}^{k}}\left(p_{G_{2}, I}\right) \cdot A:=\left\{u A \mid u \in U_{\mathbb{F}_{q}^{k}}\left(p_{G_{1}, I}\right)\right\}, \\
& V_{\mathbb{F}_{q}^{k}}\left(p_{G_{1}, I}\right)=V_{\mathbb{F}_{q}^{k}}\left(p_{G_{2}, I}\right) \cdot A:=\left\{v A \mid v \in V_{\mathbb{F}_{q}^{k}}\left(p_{G_{1}, I}\right)\right\}
\end{aligned}
$$

Indeed, any matrix $A$ with $G_{2}=A G_{1}$ satisfies the desired properties. Moreover, the nonzeros of a support polynomial are closely related to the support of vectors belonging to the rowspace of the defining matrix. This is shown by the following simple result, whose proof is omitted.

Lemma 3.42. Let $G \in \mathbb{F}^{k \times n}$ be a matrix. For all $I \subseteq[n]$ we have

$$
U_{\mathbb{F}^{k}}\left(p_{G, I}\right)=\left\{u \in \mathbb{F}^{k} \mid \sigma^{\mathrm{H}}(u G) \supseteq I\right\} .
$$

In particular, $U_{\mathbb{F}^{k}}\left(p_{G, I}\right) \neq \emptyset$ if and only if there exists $c \in \operatorname{rowsp}(G)$ with $\sigma^{\mathrm{H}}(c) \supseteq I$.

### 3.5.3 Minimum Distance of Minimal Codes

In this subsection we investigate the support polynomials of generator matrices of linear codes and their sets of zeros. As a corollary of our results, we establish a conjecture from [5].

We start with the following lemma, whose proof directly follows from Lemma 3.42 and Remark 3.3.

Lemma 3.43. Let $G \in \mathbb{F}_{q}^{k \times n}$ be a generator matrix of an $[n, k]_{q}$ code $\mathcal{C}$. Let $c=u G$ be a maximal codeword of $\mathcal{C}$ and $I:=\sigma^{\mathrm{H}}(c)$. Then

$$
U_{\mathbb{F}_{q}^{k}}\left(p_{G, I}\right)=\left\{\lambda u \mid \lambda \in \mathbb{F}_{q}^{*}\right\}
$$

In particular, if $\mathcal{C}$ is a minimal code then the above statement holds for every nonzero codeword.
Theorem 3.44. Let $\mathcal{C}$ be an $[n, k, d]_{q}$ code, and let $c$ be a maximal codeword. Then $\mathrm{wt}^{\mathrm{H}}(c) \geq$ $(q-1)(k-1)+1$. In particular, if $\mathcal{C}$ is minimal then $d \geq(q-1)(k-1)+1$.

Proof. Let $c=\left(c_{1}, \ldots, c_{n}\right) \in \mathcal{C}$ be a maximal codeword of weight $w$ and let $I:=\sigma^{\mathrm{H}}(c)$, i.e., $c_{i} \in \mathbb{F}_{q}^{*}$ if and only if $i \in I$. Take a generator matrix $G \in \mathbb{F}_{q}^{k \times n}$ for $\mathcal{C}$ and consider the polynomial $p_{G, I}(x) \in \mathbb{F}_{q}\left[x_{1}, \ldots, x_{k}\right]$. Observe that $p_{G, I}$ does not vanish identically on $\mathbb{F}_{q}^{k}$. Indeed, let $u \in \mathbb{F}_{q}^{k}$ be the vector such that $u G=c$. Then $p_{G, I}(u)=\prod_{i \in I} c_{i} \neq 0$. This also ensures that $\operatorname{deg} p_{G, I}=w$. Since $c$ is a maximal codeword, by Lemma 3.43 we have $U_{\mathbb{F}_{q}^{k}}\left(p_{G, I}\right)=\left\{\lambda u \mid \lambda \in \mathbb{F}_{q}^{*}\right\}$, which has cardinality $q-1$.

On the other hand, let $\bar{p}_{G, I}$ denote the reduction of the polynomial $p_{G, I}$ modulo the ideal ( $\left\{x_{i}^{q}-x_{i} \mid i \in[k]\right\}$ ). By Theorem 3.38 we have

$$
\left|U_{\mathbb{F}_{q}^{k}}\left(p_{G, I}\right)\right| \geq(q-\ell) q^{s-1}
$$

where $\ell$ and $s$ are the unique integers satisfying $\operatorname{deg} \bar{p}_{G, I}=(q-1)(k-s)+\ell$, with $1 \leq s \leq k$ and $1 \leq \ell \leq q-1$.

Thus, combining this with the exact value of $\left|U_{\mathbb{F}_{q}^{k}}\left(p_{G, I}\right)\right|$, we obtain $q-1=\left|U_{\mathbb{F}_{q}^{k}}\left(p_{G, I}\right)\right| \geq$ $(q-\ell) q^{s-1}$, from which we deduce $s=1$. Therefore,

$$
w=\operatorname{deg} p_{G, I} \geq \operatorname{deg} \bar{p}_{G, I}=(q-1)(k-1)+\ell \geq(q-1)(k-1)+1,
$$

as desired.
Remark 3.45. The Alon-Füredi Theorem (Theorem 3.38) gives a lower bound on the number of nonzeros of a multivariate polynomial in a finite grid in terms of the degree of the polynomial and the size of the grid. This result has been used in coding theory for deriving the minimum distance of generalized Reed-Muller codes in [38], although similar arguments were proposed in [77, 105]. It is interesting to observe that in our Theorem 3.44 the Alon-Füredi Theorem is applied in the "opposite" direction, i.e., we use it to derive a lower bound on the degree of the support polynomial associated to a maximal codeword, knowing the number of its nonzeros.

### 3.5.4 Maximal Codewords in Linear Codes

In this subsection we use support polynomials to study the structure of maximal codewords in a linear code $\mathcal{C}$. In particular, we show that for any maximal codeword $c \in \mathcal{C}$ there exist several codewords whose support contains a large subset of the support of $c$. This property will be crucial for deriving a lower bound on the length of minimal codes in Subsection 3.5.5.

For $v=\left(v_{1}, \ldots, v_{k}\right) \in \mathbb{F}_{q}^{k}$, define

$$
f_{v}(x):=\prod_{i=1}^{k}\left(\prod_{s \in \mathbb{F}_{q} \backslash\left\{v_{i}\right\}}\left(x_{i}-s\right)\right) .
$$

Next, consider the ideal $I_{q}:=\left(x_{1}^{q}-x_{1}, \ldots, x_{k}^{q}-x_{k}\right)$ and denote by $\bar{f}$ the reduction of a polynomial
$f \in \mathbb{F}_{q}\left[x_{1}, \ldots, x_{k}\right]$ modulo $I_{q}$. It is easy to check that for every $v \in \mathbb{F}_{q}^{k}$ we have $\bar{f}_{v}=f_{v}$. One can also easily prove that the set $\left\{f_{v} \mid v \in \mathbb{F}_{q}^{k}\right\}$ is an $\mathbb{F}_{q}$-basis for the space $\mathbb{F}_{q}\left[x_{1}, \ldots, x_{k}\right] / I_{q}$. Moreover, regarding the polynomials $f_{v}$ 's as maps from $\mathbb{F}_{q}^{k}$ to $\mathbb{F}_{q}$, the set $\left\{f_{v} \mid v \in \mathbb{F}_{q}^{k}\right\}$ is an $\mathbb{F}_{q}$-basis of $\left\{\varphi: \mathbb{F}_{q}^{k} \longrightarrow \mathbb{F}_{q}\right\}$. This is due to the following well-known result; see for example [123, Section 5.4.1].

Proposition 3.46. The evaluation map on $\mathbb{F}_{q}\left[x_{1}, \ldots, x_{k}\right]$ induces the isomorphism of $\mathbb{F}_{q}$-vector spaces

$$
\begin{equation*}
\mathbb{F}_{q}\left[x_{1}, \ldots, x_{k}\right] / I_{q} \cong\left\{\varphi: \mathbb{F}_{q}^{k} \longrightarrow \mathbb{F}_{q}\right\} \tag{3.4}
\end{equation*}
$$

In particular, for every $p \in \mathbb{F}_{q}\left[x_{1}, \ldots, x_{k}\right]$ there exist unique $\mu_{v} \in \mathbb{F}_{q}$ for $v \in U_{\mathbb{F}_{q}^{k}}(p)$, such that

$$
\bar{p}=\sum_{v \in U_{\mathbb{F}_{q}^{k}}(p)} \mu_{v} f_{v}
$$

Proposition 3.47. Let $\mathcal{C}$ be an $[n, k]_{q}$ code and let $c=\left(c_{1}, \ldots, c_{n}\right) \in \mathcal{C}$ be a maximal codeword of $\mathcal{C}$ with weight $w$ and support $I:=\sigma^{\mathrm{H}}(c)$. Let $w_{1}$ be the unique integer in $[q-1]$ such that $w_{1} \equiv w \bmod (q-1)$. Then, for any $A \in \mathrm{GL}(k, q)$ such that the first row of $A^{-1} G$ is equal to $c$, we have $\bar{p}_{G, I}(x)=p_{c}(x A)$, where

$$
p_{c}(x)=\left(\prod_{i=1}^{w} c_{i}\right) x_{1}^{w_{1}} \prod_{i=2}^{k}\left(1-x_{i}^{q-1}\right)
$$

Proof. We first prove the statement in the case where the first row of $G$ is equal to $c$. Observe that $\bar{p}_{c}=p_{c}$, that is, the polynomial $p_{c}$ is already reduced modulo $I_{q}$. Therefore, by the isomorphism given in (3.4), we only need to show that $p_{G, I}(v)=p_{c}(v)$ for every $v \in \mathbb{F}_{q}^{k}$. By definition of $p_{c}$ we have

$$
p_{c}(v)= \begin{cases}\lambda^{w_{1}} \prod_{i=1}^{w} c_{i} & \text { if } v=\lambda e_{1} \\ 0 & \text { otherwise }\end{cases}
$$

On the other hand, by the choice of $G$ and Lemma 3.43 we have

$$
p_{G, I}\left(\lambda e_{1}\right)=\prod_{i=1}^{w}\left(\lambda c_{i}\right)=\lambda^{w_{1}} \prod_{i=1}^{w} c_{i}
$$

where the last inequality follows using the identity $\lambda^{q}=\lambda$. Moreover, $p_{G, I}(v)=0$ for every $v \notin\left\{\lambda e_{1} \mid \lambda \in \mathbb{F}_{q}^{*}\right\}$.

The general case follows from the previous one. We first transform $G$ into $A^{-1} G$, where the first row of $A^{-1} G$ is equal to $c$. This implies that $p_{A^{-1} G, I}(x)=p_{c}(x)$. Then, using Proposition 3.41, we find $p_{G, I}(x)=p_{A^{-1} G, I}(x A)=p_{c}(x A)$.

Notation 3.48. In the remainder of the section we write $x=\left(x_{1}, \ldots, x_{k}\right)$ and for $\alpha=$
$\left(\alpha_{1}, \ldots, \alpha_{k}\right) \in \mathbb{N}^{k}$ we denote by $x^{\alpha}$ the monomial $x_{1}^{\alpha_{1}} \cdots x_{k}^{\alpha_{k}}$. Moreover, we let $\|\alpha\|:=\alpha_{1}+\ldots+$ $\alpha_{k}$. Finally, for a polynomial $p(x) \in \mathbb{F}_{q}\left[x_{1}, \ldots, x_{k}\right]$ and a monomial $x^{\alpha}$, we denote by $\left[x^{\alpha}\right] p(x)$ the coefficient of the monomial $x^{\alpha}=x_{1}^{a_{1}} \cdots x_{k}^{a_{k}}$ in $p(x)$.

The following result on maximal codewords will be crucial in the next subsection for deriving a lower bound on the length of a minimal code.

Theorem 3.49. Let $\mathcal{C}$ be an $[n, k]_{q}$ code and let $c=\left(c_{1}, \ldots, c_{n}\right) \in \mathcal{C}$ be a maximal codeword. For every $j \in \sigma^{\mathrm{H}}(c)$ there exist $I_{j} \subseteq \sigma^{\mathrm{H}}(c) \backslash\{j\}$ of cardinality $(q-1)(k-1)$ and a codeword $z \in \mathcal{C}$ such that $\sigma^{\mathrm{H}}(z) \cap \sigma^{\mathrm{H}}(c) \supseteq I_{j}$.

Proof. Let $c \in \mathcal{C}$ be a nonzero codeword with support $I:=\sigma^{\mathrm{H}}(c)$ and weight $w=(q-1)(k-$ 1) $+w_{1}$. By Theorem 3.44 we have $w_{1} \geq 1$.

Assume first that $w \leq(q-1) k$, which implies $1 \leq w_{1} \leq q-1$. We choose a generator matrix $G$ for $\mathcal{C}$ whose first row is equal to $c$, and assume that $c_{i}=1$ for every $i \in I$. This can be done without loss of generality, up to replacing the code with an equivalent one. By Proposition 3.47 we have

$$
\bar{p}_{G, I}(x)=p_{c}(x)=x_{1}^{w_{1}} \prod_{i=2}^{k}\left(1-x_{i}^{q-1}\right) .
$$

Let $j \in I$ and assume that the $j$-th column of $G$ is $(1,0, \ldots, 0)^{\top}$. Define $\mathcal{L}_{I, j}:=\{L \subseteq I$ : $j \notin L,|L|=(q-1)(k-1)\}$ and $\beta:=\left(w_{1}, q-1, q-1, \ldots, q-1\right)$. We have

$$
\begin{aligned}
(-1)^{k-1} & =\left[x^{\beta}\right] \bar{p}_{G, I}(x) \\
& =\left[x^{\beta}\right] p_{G, I}(x) \\
& =\sum_{L \in \mathcal{L}_{I, j}}\left[x_{2}^{q-1} \cdots x_{k}^{q-1}\right] p_{G, L}(x) .
\end{aligned}
$$

The first equality follows from direct inspection of $p_{c}(x)$. The second equality is due to the fact that the degree of $p_{G, I}$ is equal to $(q-1)(k-1)+w_{1}$, which is also the degree of $\bar{p}_{G, I}$. The third equality follows from the fact that the coefficients of $x_{1}$ in the matrix $G$ are all equal to 1 . Therefore, there exists $I_{j} \in \mathcal{L}_{I, j}$ such that $\left[x_{2}^{q-1} \cdots x_{k}^{q-1}\right] p_{G, I_{j}}(x) \neq 0$. Let $x^{\prime}:=\left(x_{2}, \ldots, x_{k}\right)$ and consider the polynomial $f\left(x^{\prime}\right):=p_{G, I_{j}}\left(0, x_{2}, \ldots, x_{k}\right)$. This polynomial has degree $\left|I_{j}\right|=$ $(q-1)(k-1)$ and $\left[x_{2}^{q-1} \cdots x_{k}^{q-1}\right] f\left(x^{\prime}\right)=\left[x_{2}^{q-1} \cdots x_{k}^{q-1}\right] p_{G, I_{j}}(x) \neq 0$. Hence, by Theorem 3.39, there exists $v \in \mathbb{F}_{q}^{k-1}$ such that $f(v)=p_{G, I_{j}}(0, v) \neq 0$. By Lemma 3.42, this implies that the codeword $z:=(0, v) G \in \mathcal{C}$ satisfies $\sigma^{\mathrm{H}}(z) \supseteq I_{j}$.

Now assume that $w>(q-1) k$, from which $w_{1} \geq q$. Let us write $w_{1}=a(q-1)+b$ with $1 \leq b \leq q-1$. Since $w>(q-1) k$, we have $a \geq 1$. Denote the vector $\beta:=(b, q-1, q-1, \ldots, q-1)$.

Consider the set $T:=\left\{\alpha \in \mathbb{N}^{k}:\|\alpha\|=a(q-1), \alpha_{i} \equiv 0 \bmod (q-1)\right.$ for every $\left.i \in[k]\right\}$. Then

$$
\begin{aligned}
(-1)^{k-1} & =\left[x^{\beta}\right] \bar{p}_{G, I}(x) \\
& =\sum_{\alpha \in T}\left[x^{\beta+\alpha}\right] p_{G, I}(x) .
\end{aligned}
$$

This means that there exists $\gamma \in T$ such that $\left[x^{\beta+\gamma}\right] p_{G, I}(x) \neq 0$. Define $\mathcal{L}_{I, j}^{(\gamma)}:=\{L \subseteq I:|L|=$ $\left.w-b-\gamma_{1}, j \notin L\right\}, \gamma^{\prime}:=\left(0, \gamma_{2}, \ldots, \gamma_{k}\right)$, and $\beta^{\prime}:=(0, q-1, \ldots, q-1)$. We have

$$
\left[x^{\beta+\gamma}\right] p_{G, I}(x)=\sum_{L \in \mathcal{L}_{I, j}^{(\gamma)}}\left[x^{\beta^{\prime}+\gamma^{\prime}}\right] p_{G, L}(x)
$$

and there exists $K \in \mathcal{L}_{I, j}^{(\gamma)}$ such that $\left[x^{\beta^{\prime}+\gamma^{\prime}}\right] p_{G, K}(x) \neq 0$. At this point we can consider the set $\mathcal{X}_{K}:=\{M \subseteq K:|M|=(q-1)(k-1)\}$ and write

$$
\left[x^{\beta^{\prime}+\gamma^{\prime}}\right] p_{G, K}(x)=\sum_{M \in \mathcal{X}_{K}} \lambda_{M}\left(\left[x^{\beta^{\prime}}\right] p_{G, M}(x)\right)
$$

for some $\lambda_{M} \in \mathbb{F}_{q}$. Since this sum is nonzero, there exists $M$ such that $\left[x^{\beta^{\prime}}\right] p_{G, M}(x) \neq 0$. As in the previous case, we use Theorem 3.39 and Lemma 3.42 to deduce that there exists a codeword $z \in \mathcal{C}$ such that $\sigma^{\mathrm{H}}(z) \supseteq M$.

The following follows as a special case of Theorem 3.49.
Corollary 3.50. Let $\mathcal{C}$ be an $[n, k, d]_{q}$ minimal code with $d=(q-1)(k-1)+1$, and let $c \in \mathcal{C}$ be a codeword of minimum weight $d$. Then, for every $j \in \sigma^{\mathrm{H}}(c)$, there exists a codeword $z \in \mathcal{C}$ such that $\sigma^{\mathrm{H}}(z) \cap \sigma^{\mathrm{H}}(c)=\sigma^{\mathrm{H}}(c) \backslash\{j\}$.

### 3.5.5 The Length of Minimal Codes

As an application of Theorem 3.49, we derive the following lower bound on the length of a minimal code.

Theorem 3.51. Let $\mathcal{C}$ be an $[n, k, d]_{q}$ minimal code. We have $n \geq(q+1)(k-1)$.
Proof. Let $c \in \mathcal{C}$ be a codeword of minimum weight $d$ with support $I:=\sigma^{\mathrm{H}}(c)$. Up to considering an equivalent code, we can assume $c_{i}=1$ for every $i \in I$. Since $c$ is in particular a maximal codeword of $\mathcal{C}$, by Theorem 3.49 there exists a codeword $z \in \mathcal{C}$ such that $\left|I \cap \sigma^{\mathrm{H}}(z)\right| \geq(q-1)(k-$ 1). Let $J:=I \cap \sigma^{\mathrm{H}}(z)$ and for every $\lambda \in \mathbb{F}_{q}^{*}$ define $J_{\lambda}:=\left\{j \in J \mid z_{j}=\lambda\right\}$. Clearly, $J=\bigcup_{\lambda \in \mathbb{F}_{q}^{*}} J_{\lambda}$ and the union is disjoint. Thus by the generalized pigeonhole principle there exists $\lambda^{\prime} \in \mathbb{F}_{q}^{*}$ such that

$$
\left|J_{\lambda^{\prime}}\right| \geq\left\lceil\frac{|J|}{q-1}\right\rceil \geq k-1
$$

Now consider the codeword $z-\lambda^{\prime} c$. Its support is $\sigma^{\mathrm{H}}\left(z-\lambda^{\prime} c\right)=\left(\sigma^{\mathrm{H}}(c) \cup \sigma^{\mathrm{H}}(z)\right) \backslash J_{\lambda^{\prime}}$ and

$$
\begin{aligned}
\mathrm{wt}^{\mathrm{H}}\left(z-\lambda^{\prime} c\right) & =\left|\sigma^{\mathrm{H}}(c)\right|+\left|\sigma^{\mathrm{H}}(z)\right|-|J|-\left|J_{\lambda^{\prime}}\right| \\
& \leq d+\mathrm{wt}^{\mathrm{H}}(z)-q(k-1) .
\end{aligned}
$$

Combining this with $\mathrm{wt}^{\mathrm{H}}\left(z-\lambda^{\prime} c\right) \geq d$ we get $\mathrm{wt}^{\mathrm{H}}(z) \geq q(k-1)$. Furthermore, by Proposition 3.4 we have $\mathrm{wt}^{\mathrm{H}}(z) \leq n-k+1$, from which $n \geq(q+1)(k-1)$.

Remark 3.52. The lower bound of Theorem 3.51 is an improvement on the bound in Theorem 3.12. Indeed, we have

$$
\begin{equation*}
(q+1)(k-1) \geq \sum_{i=0}^{k-1}\left\lceil\frac{(q-1)(k-1)+1}{q^{i}}\right\rceil . \tag{3.5}
\end{equation*}
$$

To see this, we first observe that proving (3.5) is equivalent to proving that $\sum_{i=1}^{k-1}\left\lceil t / q^{i}\right\rceil \leq 2 k-3$, where $t:=(q-1)(k-1)+1$. Let $r \in \mathbb{N}_{>0}$ be such that $q^{r} \leq t<q^{r+1}$. We write the integer $t$ in its $q$-adic expansion, i.e.,

$$
t=\sum_{i=0}^{r} a_{i} q^{i}
$$

for some $a_{i} \in\{0,1, \ldots, q-1\}$ and for all $i \in\{0, \ldots, r\}$. We distinguish two cases.
Case I: $t=q^{r}$. We have

$$
\begin{aligned}
\sum_{i=1}^{k-1}\left\lceil\frac{t}{q^{i}}\right\rceil & =\sum_{i=1}^{r}\left\lceil\frac{q^{r}}{q^{i}}\right\rceil+\sum_{i=r+1}^{k-1}\left\lceil\frac{q^{r}}{q^{i}}\right\rceil=\sum_{i=1}^{r} q^{r-i}+(k-r-1) \\
& =\frac{t-1}{q-1}+(k-r-1)=2 k-2-r \leq 2 k-3
\end{aligned}
$$

which proves the statement.
Case II: $t>q^{r}$. Write

$$
\begin{align*}
\sum_{i=1}^{k-1}\left\lceil\frac{t}{q^{i}}\right\rceil & =\sum_{i=1}^{r}\left\lceil\frac{a_{r} q^{r}+\cdots+a_{0}}{q^{i}}\right\rceil+\sum_{i=r+1}^{k-1}\left\lceil\frac{t}{q^{i}}\right\rceil \\
& =\sum_{i=1}^{r}\left\lceil\frac{a_{r} q^{r}+\cdots+a_{0}}{q^{i}}\right\rceil+k-r-1 \tag{3.6}
\end{align*}
$$

Observe that, for each $i \in[r]$,

$$
\begin{align*}
\left\lceil\frac{a_{r} q^{r}+\cdots+a_{0}}{q^{i}}\right\rceil & =\frac{a_{r} q^{r}+\cdots+a_{i} q^{i}}{q^{i}}+\left\lceil\frac{a_{i-1} q^{i-1}+\cdots+a_{0}}{q^{i}}\right\rceil \\
& \leq \sum_{j=i}^{r} a_{j} q^{r-j}+1 . \tag{3.7}
\end{align*}
$$

Combining (3.6) with (3.7) we obtain

$$
\begin{aligned}
\sum_{i=1}^{k-1}\left[\frac{t}{q^{i}}\right] & \leq \sum_{i=1}^{r}\left(1+\sum_{j=i}^{r} a_{j} q^{j-i}\right)+(k-r-1) \\
& =\sum_{j=1}^{r} a_{j}\left(\sum_{i=1}^{j-1} q^{i}\right)+(k-1) \\
& =\frac{1}{(q-1)}\left(t-\sum_{j=0}^{r} a_{j}\right)+(k-1) \\
& \stackrel{(*)}{<} \frac{1}{(q-1)}(t-1)+k-1 \\
& =2 k-2,
\end{aligned}
$$

where (*) follows from the fact that $q^{r}<t<q^{r+1}$.
Remark 3.53. Observe that Theorem 3.51 is an improvement on the bound of Theorem 3.20, since it does not require the extra assumption that $k \leq q+1$.

We conclude this section with a detailed example building on [5, Example 5.11].
Example 3.54. We fix $q=3, k=4$ and take the minimal $[14,4,7]_{3}$ code $\mathcal{C}$ whose generator matrix is

$$
G:=\left(\begin{array}{llllllllllllll}
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 2 & 1 & 1 & 1 & 2 & 1 \\
1 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 2 & 1 & 1 \\
0 & 1 & 2 & 1 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 2 & 2 \\
0 & 0 & 0 & 0 & 1 & 2 & 1 & 1 & 1 & 0 & 0 & 0 & 1 & 2
\end{array}\right) .
$$

Let $I:=\{8,9, \ldots, 14\}$ be the support of the codeword $c$ given by the first row of $G$ and let $x=\left(x_{1}, x_{2}, x_{3}, x_{4}\right)$. We compute the associated support polynomial

$$
p_{G, I}(x)=x_{1}\left(x_{3}^{2}-x_{1}^{2}\right)\left(x_{1}^{2}-x_{4}^{2}\right)\left(\left(x_{4}-x_{2}\right)^{2}-\left(x_{3}-x_{1}\right)^{2}\right) .
$$

An easy calculation shows that the reduction of $p_{G, I}(x)$ modulo $I_{3}=\left(x_{1}^{3}-x_{1}, x_{2}^{3}-x_{2}, x_{3}^{3}-\right.$ $\left.x_{3}, x_{4}^{3}-x_{4}\right)$ is

$$
\bar{p}_{G, I}(x)=x_{1}\left(1-x_{2}^{2}\right)\left(1-x_{3}^{2}\right)\left(1-x_{4}^{2}\right)=p_{c}(x),
$$

as we can also deduce from Proposition 3.47.
Moreover, since $\mathcal{C}$ is a minimal code, we can actually see that for every $j \in I$ there exists a codeword $z^{(j)} \in \mathcal{C}$ such that $\sigma^{\mathrm{H}}\left(z^{(j)}\right) \supseteq I \backslash\{j\}$, as stated in Theorem 3.49. These 7 codewords (up to their nonzero scalar multiples) are

$$
\begin{aligned}
z^{(8)} & =(0,0,0,0,2,1,2,0,1,1,1,1,1,2), \\
z^{(9)} & =(0,1,2,1,2,0,1,2,0,1,1,1,2,2), \\
z^{(10)} & =(1,2,0,1,2,0,1,1,1,0,1,2,1,2), \\
z^{(11)} & =(2,1,0,2,2,2,0,1,2,1,0,2,2,2), \\
z^{(12)} & =(1,2,0,1,1,1,0,1,2,1,2,0,2,1), \\
z^{(13)} & =(0,2,1,2,2,2,0,1,2,1,1,1,0,2), \\
z^{(14)} & =(0,1,2,1,1,1,0,1,2,1,1,1,1,0) .
\end{aligned}
$$

Finally, note that, in order to derive the lower bound on the length of minimal codes given in Theorem 3.51, we use in its proof that each of the codewords $z^{(j)}$ has weight at least $q(k-1)=9$. However, in this case only $z^{(8)}$ has weight 9 , while all the other codewords have weight 11.

Remark 3.55. It is natural to ask whether the bound of Theorem 3.51 is sharp or not. As showed in Theorem 3.8, minimal codes of dimension $k$ over $\mathbb{F}_{q}$ correspond to cutting blocking sets in $\operatorname{PG}(k-1, q)$ and a cutting blocking set is in particular a $(k-1)$-fold blocking set. When we restrict to the case $4 \leq k \leq \sqrt{q}+2$, Theorem 3.21 characterizes a ( $k-1$ )-fold blocking set $\mathcal{M}$ in $\mathrm{PG}(k-1, q)$ of cardinality $(q+1)(k-1)$. This only happens in three cases.
Case I: $\mathcal{M}$ is the union of $k-1$ disjoint lines. In this case $\mathcal{M}$ cannot be a cutting blocking set. To see this, write $\mathcal{M}=\ell_{1} \cup \ldots \cup \ell_{k-1}$. Pick $P_{1} \in \ell_{1}, \ldots, P_{k-1} \in \ell_{k-1}$ and let $\Lambda:=$ $\left\langle P_{1}, \ldots, P_{k-1}\right\rangle$. If $\operatorname{dim}(\Lambda) \leq k-3$, then $\Lambda$ is contained in a $(k-3)$-flat $\Lambda^{\prime}$. Consider the sheaf of hyperplanes containing $\Lambda^{\prime}$. They are $q+1$ and only $k-1$ of them contain other points of $\mathcal{M}$ in addition to $P_{1}, \ldots, P_{k-1}$. Since $k-1<q+1$ there is at least one hyperplane $H$ such that $H \cap \mathcal{M}=\left\{P_{1}, \ldots, P_{k-1}\right\}$ and $\langle H \cap \mathcal{M}\rangle \subseteq \Lambda^{\prime} \neq H$. This implies that, in this case, $\mathcal{M}$ is not a cutting blocking set. Suppose then that $\operatorname{dim}(\Lambda)=k-2$. Fix $P_{1}, \ldots, P_{k-3}$ and consider the flat $\Gamma:=\left\langle P_{1}, \ldots, P_{k-3}, \ell_{k-2}\right\rangle$. If $\operatorname{dim}(\Gamma)<k-2$, then there exists $Q_{k-2} \in \ell_{k-2} \cap\left\langle P_{1}, \ldots, P_{k-3}\right\rangle$. Thus, if we replace $P_{k-2}$ by $Q_{k-2}$, we get that $\operatorname{dim}(\Lambda)<k-2$, and we can conclude as done before that $\mathcal{M}$ is not cutting. Hence, assume $\operatorname{dim}(\Gamma)=k-2$. In this case $\Gamma \cap \ell_{k-1} \neq \emptyset$. Take $Q_{k-1} \in$ $\Gamma \cap \ell_{k-1}$. If $Q_{k-1} \in\left\langle P_{1}, \ldots, P_{k-3}\right\rangle$, we substitute $P_{k-1}$ with $Q_{k-1}$ and get again $\operatorname{dim}(\Lambda)<k-2$, which implies $\mathcal{M}$ not being cutting. Therefore, assume that the space $\left\langle P_{1}, \ldots, P_{k-3}, Q_{k-1}\right\rangle$ is a hyperplane in $\Gamma$. Since $\Gamma$ also contains $\ell_{k-2}$, there exists $R_{k-2} \in \ell_{k-2} \cap\left\langle P_{1}, \ldots, P_{k-3}, Q_{k-1}\right\rangle$. Thus, replacing $P_{k-1}$ with $Q_{k-1}$ and $P_{k-2}$ with $R_{k-2}$, we again obtain that $\operatorname{dim}(\Lambda)<k-2$ and $\mathcal{M}$ is not cutting.

Case II: $k=\sqrt{q}+2$ and $\mathcal{M}$ is a 3 -dimensional Baer subspace. If $k \geq 5$, then $\langle\mathcal{M}\rangle \neq \mathrm{PG}(k-1, q)$, so $\mathcal{M}$ cannot be a cutting blocking set. For the remaining case, where $k=q=4$, one can observe that for a (hyper)plane $H$ in $\mathrm{PG}(3, q), H$ intersects $\mathcal{M}$ in a Baer subplane or in a Baer subline. In the latter case, one has $\langle\mathcal{M} \cap H\rangle \neq H$, and so $\mathcal{M}$ is not a cutting blocking set. The fact that for $k=q=4$ a 3 -dimensional Baer subspace $\mathcal{M}$ cannot be cutting could be also deduced from Example 3.64, since the cardinality of $\mathcal{M}$ is 15 .
Case III: $q=k=4$ and $\mathcal{M}$ is the complement of a hyperoval in a plane of $\mathrm{PG}(3, q)$. In this case $\langle\mathcal{M}\rangle \neq \mathrm{PG}(3, q)$ and $\mathcal{M}$ cannot be a cutting blocking set.

Therefore, when $4 \leq k \leq \sqrt{q}+2$, the bound in Theorem 3.51 is never sharp.
Corollary 3.56. Let $\mathcal{C}$ be a minimal $[n, k]_{q}$ code with $3 \leq k \leq \sqrt{q}+2$. Then $n \geq(q+1)(k-1)+1$, unless $q=2$ and $k=3$.

Proof. The case $k \geq 4$ has been discussed in Remark 3.55. When $k=3$, cutting blocking sets are equivalent to 2 -fold blocking set. Using Theorem 3.23, one can easily verify that the only case in which a 2 -fold blocking set has cardinality $2 q+2$ is when $q=2$.

### 3.6 Statistical Approach

Most bounds for minimal codes we are aware of involve either $(q, n, k)$, or $(q, k, d)$. Bounds involving all the four parameters $(q, n, k, d)$ can in turn be obtained combining these with classical bounds for Hamming-metric codes, such as the Singleton or the Griesmer bound.

In this section, we develop a method to establish new inequalities that directly involve all the four parameters of a minimal code, namely $(q, n, k, d)$. As an application, we obtain an upper bound for the minimum distance $d$ of a minimal code in terms of $(q, n, k)$. As we will see in the examples, this bound excludes the existence of minimal codes with parameter sets that do not violate any of the known bounds.

Our approach combines Theorem 3.44 with ideas from statistics, interpreting the weight of the codewords of a linear code as a discrete random variable and computing/estimating its mean and variance. As simple corollaries of our bounds, we recover classical results on constant-weight codes.

Throughout this section, $\mathcal{C}$ denotes a nondegenerate code. Our results can be made more precise when $\mathcal{C}$ is projective, i.e., when in one (and thus in all) generator matrix $G$ of $\mathcal{C}$ no two columns are proportional. Note that a projective code is also nondegenerate.

### 3.6.1 Mean and Variance of the Nonzero Weights in a Linear Code

We start with an upper bound for the sum of the squares of the weights in a nondegenerate linear code. The proof uses one of the Pless' identities.

Lemma 3.57. Let $\mathcal{C}$ be a nondegenerate $[n, k]_{q}$ code. We have

$$
\sum_{c \in \mathcal{C}} \mathrm{wt}^{\mathrm{H}}(c)^{2} \geq q^{k-2} n(q-1)[n(q-1)+1] .
$$

Moreover, equality holds if and only if $\mathcal{C}$ is projective.
Proof. For $i \in\{0, \ldots, n\}$ we denote by $W_{i}\left(\mathcal{C}^{\perp}\right)$ the number of codewords of weight $i$ in the dual code $\mathcal{C}^{\perp}$. Since $\mathcal{C}$ is nondegenerate, we have $W_{1}\left(\mathcal{C}^{\perp}\right)=0$. Moreover, $\mathcal{C}$ is projective if and only if $W_{2}\left(\mathcal{C}^{\perp}\right)=0$. Using Pless' identities [88, Theorem 7.2.3(P1)] we can write

$$
\sum_{c \in \mathcal{C}} \mathrm{wt}^{\mathrm{H}}(c)^{2}=\sum_{\nu=0}^{2}\left(\nu!S(2, \nu) q^{k-\nu}(q-1)^{\nu}\binom{n}{n-\nu}\right)+4 W_{2}\left(\mathcal{C}^{\perp}\right) S(2,2) q^{k-2},
$$

where $S(a, b) \geq 0$ is the Stirling number of the second kind indexed by $(a, b)$. Therefore

$$
\sum_{c \in \mathcal{C}} \mathrm{wt}^{\mathrm{H}}(c)^{2} \geq \sum_{\nu=0}^{2}\left(\nu!S(2, \nu) q^{k-\nu}(q-1)^{\nu}\binom{n}{n-\nu}\right),
$$

with equality if and only if $\mathcal{C}$ is projective. The lemma now follows from the fact that $S(2,0)=0$ and $S(2,1)=S(2,2)=1$.

The next step consists in defining the mean and variance of the nonzero weights in a linear code and to study the latter via Lemma 3.57.

Notation 3.58. For a code $\mathcal{C}$, let

$$
\begin{aligned}
\mathbb{E}(\mathcal{C}) & :=\left(q^{k}-1\right)^{-1} \sum_{c \in \mathcal{C}} \mathrm{wt}^{\mathrm{H}}(c), \\
\operatorname{Var}(\mathcal{C}) & :=\left(q^{k}-1\right)^{-1} \sum_{c \in \mathcal{C}} \mathrm{wt}^{\mathrm{H}}(c)^{2}-\mathbb{E}(\mathcal{C})^{2} .
\end{aligned}
$$

We now compute/estimate these two quantities.
Theorem 3.59. Let $\mathcal{C}$ be a nondegenerate $[n, k]_{q}$ code. Let $\ell=n(q-1) /\left(q^{k}-1\right)$. We have $\mathbb{E}(\mathcal{C})=q^{k-1} \ell$ and $\operatorname{Var}(\mathcal{C}) \geq q^{k-2} \ell(1-\ell)$. Moreover, equality holds if and only if $\mathcal{C}$ is projective.

Proof. Since $\mathcal{C}$ is nondegenerate, we have

$$
\mathbb{E}(\mathcal{C})=\left(q^{k}-1\right)^{-1} \sum_{i=1}^{n}\left(q^{k}-q^{k-1}\right)=n\left(q^{k}-q^{k-1}\right) /\left(q^{k}-1\right)=q^{k-1} \ell .
$$

Combining this with Lemma 3.57 we obtain

$$
\begin{aligned}
\operatorname{Var}(\mathcal{C}) & \geq \frac{q^{k-2} n(q-1)[n(q-1)+1]}{q^{k}-1}-q^{2 k-2} \frac{n^{2}(q-1)^{2}}{\left(q^{k}-1\right)^{2}} \\
& =q^{k-2} \ell[n(q-1)+1]-\ell^{2} q^{2 k-2} \\
& =q^{k-2} \ell(1-\ell)
\end{aligned}
$$

as desired.
Remark 3.60. The quantity $\mathbb{E}(\mathcal{C})$ in Notation 3.58 expresses the average weight of $\mathcal{C}$ and can be used to extend Theorem 3.9 as follows. Suppose that $\mathcal{C}$ is a nondegenerate $[n, k]_{q}$ code with maximum weight $w$. Using $\mathbb{E}(\mathcal{C}) \leq w$ one obtains

$$
n \geq\left\lceil(n-w) \frac{q^{k}-1}{q^{k-1}-1}\right\rceil \geq(n-w) q+1
$$

In particular, if $\mathcal{C}$ is minimal then $w \leq n-k+1$ by Proposition 3.4, from which Theorem 3.9 follows.

As an immediate consequence of Theorem 3.59 we obtain the well-known fact that constantweight codes have large length; see e.g. [43].

Corollary 3.61. Let $\mathcal{C}$ be a constant-weight $[n, k, d]_{q}$ code. Then we have $n \geq\left(q^{k}-1\right) /(q-1)$. Moreover, if $\mathcal{C}$ is projective then $n=\left(q^{k}-1\right) /(q-1)$ and $d=q^{k-1}$.

Proof. Without loss of generality, $\mathcal{C}$ is nondegenerate. By Theorem 3.59 we have $0 \geq q^{k-2} \ell(1-\ell)$, from which $\ell \geq 1$. If $\mathcal{C}$ is projective, then $\ell=1$ and therefore $d=\mathbb{E}(\mathcal{C})=q^{k-1}$, as claimed.

### 3.6.2 Bounds

By applying the result of the previous subsection, we can finally derive an upper bound for the minimum distance of a code $\mathcal{C}$ as a function of $q, n, k$ and the maximum weight in $\mathcal{C}$.

Theorem 3.62. Let $\mathcal{C}$ be a nondegenerate $[n, k, d]_{q}$ code of maximum weight $w>d$. Let $\ell=n(q-1) /\left(q^{k}-1\right)$. We have $w>n\left(q^{k}-q^{k-1}\right) /\left(q^{k}-1\right)$ and

$$
\begin{equation*}
d \leq\left\lfloor q^{k-1} \ell-\frac{q^{k-2} \ell(1-\ell)}{w-q^{k-1} \ell}\right\rfloor \tag{3.8}
\end{equation*}
$$

Moreover, equality holds in (3.8) if and only if $\mathcal{C}$ is a projective two-weight code.
Proof. The first inequality follows from the fact that $w>\mathbb{E}(\mathcal{C})$, since $\mathcal{C}$ is not constant-weight. Using the inequality of Bhatia-Davis [37] we obtain

$$
\operatorname{Var}(\mathcal{C}) \leq(w-\mathbb{E}(\mathcal{C}))(\mathbb{E}(\mathcal{C})-d)
$$

Since $\mathcal{C}$ is nondegenerate and not constant-weight we have $\mathbb{E}(\mathcal{C})=q^{k-1} \ell<w$. Therefore we conclude by Theorem 3.59.

The second part of the statement follows from the fact that the bound of Theorem 3.59 is sharp if and only if $\mathcal{C}$ is projective, and that the Bhatia-Davis inequality is met with equality if and only if the underlying distribution takes only two values; see [37, Proposition 1].

As an application of Theorem 3.62 we obtain the following bound for the minimum distance of a minimal code.

Corollary 3.63. Let $\mathcal{C}$ be a minimal nondegenerate $[n, k, d]_{q}$ code. If $\mathcal{C}$ is not constant-weight, then $n-k+1>n\left(q^{k}-q^{k-1}\right) /\left(q^{k}-1\right)$ and

$$
\begin{equation*}
d \leq\left\lfloor\frac{n(q-1) q^{k-2}[n-1-q(k-1)]}{n\left(q^{k-1}-1\right)-(k-1)\left(q^{k}-1\right)}\right\rfloor . \tag{3.9}
\end{equation*}
$$

In particular, we have

$$
\begin{equation*}
q^{k-2} n^{2}-B n+C \geq 0 \tag{3.10}
\end{equation*}
$$

where

$$
\left\{\begin{array}{l}
B=q^{k-2}+(k-1)\left(2 q^{k-1}-1\right)+\frac{q^{k-1}-1}{q-1} \\
C=(k-1)^{2}\left(q^{k}-1\right)+\frac{(k-1)\left(q^{k}-1\right)}{q-1}
\end{array}\right.
$$

Proof. The maximum weight of $\mathcal{C}$ satisfies $w \leq n-k+1$ by Proposition 3.4. Combining this with Theorem 3.62 one gets $n-k+1>n\left(q^{k}-q^{k-1}\right) /\left(q^{k}-1\right)$ and

$$
\begin{equation*}
d \leq\left\lfloor q^{k-1} \ell-\frac{q^{k-2} \ell(1-\ell)}{n-k+1-q^{k-1} \ell}\right\rfloor, \tag{3.11}
\end{equation*}
$$

where $\ell=n(q-1) /\left(q^{k}-1\right)$. Lengthy computations show that the RHS of (3.11) is equal to the RHS of (3.9). The second part of the statement follows by combining (3.9) with Theorem 3.44, after lengthy computations.

Example 3.64. There is no minimal $[16,4]_{4}$ code. To see this, observe that if such a code existed, then (3.10) would give $-42 \geq 0$, a contradiction. So the minimum length of a minimal code of dimension 4 over $\mathbb{F}_{4}$ is at least 17 .

Consider the parameters $(q, n, k)=(4,17,4)$ and suppose that there exists an $[17,4]_{4}$ nondegenerate minimal code $\mathcal{C}$. Since $n<\left(q^{k}-1\right) /(q-1), \mathcal{C}$ cannot be constant weight by Corollary 3.61. Therefore by Corollary 3.63 we conclude that $d \leq 10$. The existence of a minimal nondegenerate $[17,4,11]_{4}$ code is therefore excluded by Corollary 3.63 , but it is not excluded by any of the other known bounds for the parameters of minimal codes. Note moreover that, by

Theorem 3.44, we have $d \geq 10$. Therefore the minimum distance of a putative $[17,4]_{4}$ nondegenerate minimal code is exactly 10 (when the largest minimum distance of an "unrestricted" $[17,4]_{4}$ linear code is instead known to be 12).

Remark 3.65. The constraints imposed by Corollary 3.63 and Theorem 3.51 are in general incomparable. More precisely, each of the two results excludes the existence of some minimal codes that are not excluded by the other.

One can see that Corollary 3.63 improves on Theorem 3.51 if and only if (3.10) is violated when specialized to $n=(q+1)(k-1)$. After lengthy computations, one sees that this happens if and only if

$$
k<\frac{q^{k-1}+2 q^{k-2}-2 q^{k-3}+q-2}{\left(q^{k-3}+1\right)(q-1)} .
$$

By manipulating this inequality, it can be checked that Corollary 3.63 improves on Theorem 3.51 for the parameter set $\{(k, q) \mid 3 \leq k \leq q+3, q \geq 3\}$. When $q$ is at least 3 , this is an improvement also on Corollary 3.56. On the other hand, Theorem 3.51 provides a strictly sharper estimate than Corollary 3.63 if and only if (3.10) is satisfied for $n=(q+1)(k-1)-1$. For instance, this happens for the parameter set $\{(k, q): k \geq 2 q\}$.

We include in Table 3.1 three collections of parameter sets that are excluded by Theorem 3.51 and Corollary 3.63. The first column contains parameters that are excluded by both results, while the other two contain parameters that are excluded by either Theorem 3.51 or Corollary 3.63 (and not by both).

| Some parameters of <br> minimal codes excluded by <br> both Theorem 3.51 and <br> Corollary 3.63 | Some parameters of <br> minimal codes excluded by <br> Theorem 3.51 and not by <br> Corollary 3.63 | Some parameters of <br> minimal codes excluded by <br> Corollary 3.63 and not by <br> Theorem 3.51 |
| :---: | :---: | :---: |
| $[8,4]_{2}$ | $[17,7]_{2}$ | $[16,5]_{3}$ |
| $[15,5]_{3}$ | $[31,9]_{3}$ | $[16,4]_{4}$ |
| $[24,6]_{4}$ | $[44,10]_{4}$ | $[25,6]_{4}$ |
| $[35,7]_{5}$ | $[99,21]_{4}$ | $[36,7]_{5}$ |
| $[63,9]_{7}$ | $[65,12]_{5}$ | $[26,4]_{7}$ |

Table 3.1: Code parameters for which the existence of minimal codes is excluded by Theorem 3.51 and/or Corollary 3.63.

### 3.6.3 Other Applications

In this short subsection we illustrate how Theorem 3.62 can be applied to study codes that are not necessarily minimal. We start with a generalization of Corollary 3.61. More precisely, we show that the relative difference between the maximum and minimum weight of a code, $(w-d) / n$, gives a lower bound on the code's length. In other words, if the maximum and minimum weight of a code are relatively close to each other, then the code length is necessarily large.

Proposition 3.66. Let $\mathcal{C}$ be a nondegenerate $[n, k, d]_{q}$ code having maximum weight $w$. We have

$$
\frac{1}{n} \leq \frac{q-1}{q^{k}-1}+\frac{1}{4}\left(\frac{w-d}{n}\right)^{2} \frac{q^{k}-1}{q^{k-2}(q-1)}
$$

Note that in the extreme case where $w=d$ we recover Corollary 3.61.
Proof of Proposition 3.66. Using Popoviciu's inequality for the variance, along with Theorem 3.59, we find

$$
\begin{equation*}
q^{k-2} \ell(1-\ell) \leq \operatorname{Var}(\mathcal{C}) \leq \frac{1}{4}(w-d)^{2} \tag{3.12}
\end{equation*}
$$

where $\ell=n(q-1) /\left(q^{k}-1\right)$. By substituting this value of $\ell$ into (3.12) one obtains

$$
\frac{n(q-1) q^{k-2}}{q^{k}-1}-\frac{n^{2}(q-1)^{2} q^{k-2}}{\left(q^{k}-1\right)^{2}} \leq \frac{1}{4}(w-d)^{2} .
$$

Multiplying both sides of the previous inequality by $\left(q^{k}-1\right) /\left(n^{2} q^{k-2}(q-1)\right)$ and re-arranging the terms produces the desired result.

Remark 3.67. Note that combining the inequality in Proposition 3.66 with the Ashikhmin-Barg condition $w<\frac{q}{q-1} d$ (which is, as we have already mentioned, a sufficient condition for a code to be minimal) we get the following second degree equation in $n$ :

$$
n^{2}-\frac{q^{k}-1}{q-1} n+\frac{\left(q^{k}-1\right)^{2} d^{2}}{4 q^{k-2}(q-1)^{4}}>0
$$

If the discriminant of the left hand-side is negative, that is if $d>(q-1) q^{k / 2-1}$, we get $n \geq d>$ $(q-1) q^{k / 2-1}$. Otherwise, $n \geq \frac{1}{2} \frac{q^{k}-1}{q-1}$. So in both cases the length is exponential in $k$, which means that minimal codes satisfying the Ashikhmin-Barg condition are long.

A second application of Theorem 3.62 consists in obtaining constraints on the parameters of a code having few weights. A classical result about these codes is the following theorem by Delsarte.

Theorem 3.68 (see [62]). Let $\mathcal{C}$ be an $[n, k]_{q}$ code and $s=|\{\omega(c) \mid c \in \mathcal{C}, c \neq 0\}|$. We have

$$
q^{k} \leq \sum_{i=0}^{s}\binom{n}{i}(q-1)^{i}
$$

Specializing to $s=2$, the previous theorem shows that, for example, any two-weight $[n, k]_{q}$ code satisfies

$$
\begin{equation*}
q^{k} \leq 1+n(q-1)+\frac{n(n-1)}{2}(q-1)^{2} \tag{3.13}
\end{equation*}
$$

This result however does not take into account which values the weight distribution can take. Exploiting this information, Theorem 3.62 provides in general different constraints on $n$ than those in (3.13). We illustrate this with an example.

Example 3.69. Following the notation of Theorem 3.62 and Theorem 3.68, let $(q, k, s, d, w)=$ $(2,8,2,16,24)$. We look for a nondegenerate binary two-weight code $\mathcal{C}$ of dimension 8 having weights 16 and 24 . The constraints imposed on $n$ by Theorem 3.62 imply $34 \leq n \leq 45$, where the upper bound is met with equality if $\mathcal{C}$ is projective. The constraint imposed by (3.13) is instead $n \geq 23$. It is known that there exists a projective binary two-weight code of parameters $(n, k, d, w)=(45,8,16,24)$.

### 3.7 Geometric Approach

As already illustrated in Theorem 3.8, minimal codes are in one-to-one correspondence with cutting blocking sets. In this section we focus on this point of view on minimal codes, exploiting their geometric characterization to construct new, general and infinite families of minimal codes. In particular, we provide a construction of cutting blocking sets derived from Desarguesian ( $r-1$ )spreads of $\mathrm{PG}(r t-1, q)$. In turn, this leads to an inductive construction of small cutting blocking sets or, equivalently, of minimal codes with short length. In contrast to previous approaches, our construction works over any (possibly very small) finite field.

### 3.7.1 Constructing Minimal Codes from Blocking Sets

In this subsection we generalize the notion of cutting blocking sets, which we will use to construct cutting blocking sets from blocking sets which have weaker properties. We will call such blocking sets $\ell$-cutting, and we define them as follows. Note that this section cannot be found in the published paper [7].

Definition 3.70. Let $\ell, N$ be positive integers with $\ell \leq N$. A (blocking) set $\mathcal{B} \subseteq \operatorname{PG}(N, q)$ is said to be $\ell$-cutting if for any hyperplane $H$ of $\operatorname{PG}(N, q), \operatorname{dim}(\langle H \cap \mathcal{B}\rangle) \geq N-\ell$.

Observe that the 1 -cutting blocking set are simply cutting blocking sets, while $N$-cutting blocking sets are just blocking sets. Hence, the notion of $\ell$-cutting blocking sets connects these two notions in a more general framework.

Theorem 3.71. Let $r \geq 1$ be an integer and let $\mathcal{B}_{1}, \ldots, \mathcal{B}_{r}$ be pairwise distinct $\ell$-cutting blocking sets in $\mathrm{PG}(k-1, q)$. Suppose that for every $(k-3)$-flat $\Lambda \subseteq \mathrm{PG}(k-1, q)$ there exists $i \in\{1, \ldots, r\}$ such that $\operatorname{dim}\left(\left\langle\Lambda \cap \mathcal{B}_{i}\right\rangle\right)<k-\ell-1$. Then $\mathcal{M}:=\mathcal{B}_{1} \cup \ldots \cup \mathcal{B}_{r}$ is a cutting blocking set.

Proof. Let $H$ be a hyperplane in $\operatorname{PG}(k-1, q)$. Assume that $H \cap \mathcal{M}$ is contained in a $(k-3)$-flat $\Lambda$. Then $\Lambda \supseteq H \cap \mathcal{M}$ and in particular, $\Lambda$ contains each $\left\langle H \cap \mathcal{B}_{i}\right\rangle$, which by definition has dimension at least $k-\ell-1$. However, this contradicts the hypothesis.

As a particular case of previous theorem, we have the following result.

Theorem 3.72. Let $r \geq 2$ be an integer and let $\mathcal{B}_{1}, \ldots, \mathcal{B}_{r}$ be pairwise distinct blocking sets in $\mathrm{PG}(k-1, q)$. Suppose that for every $(k-3)$-flat $\Lambda \subseteq \operatorname{PG}(k-1, q)$ there exists $i \in\{1, \ldots, r\}$ such that $\Lambda \cap \mathcal{B}_{i}=\emptyset$. Then $\mathcal{M}:=\mathcal{B}_{1} \cup \ldots \cup \mathcal{B}_{r}$ is a cutting blocking set.

Proof. Let $H$ be a hyperplane in $\operatorname{PG}(k-1, q)$. Assume that $H \cap \mathcal{M}$ is contained in a $(k-3)$-flat $\Lambda$. Then $\Lambda \supseteq H \cap \mathcal{M}$ and in particular, $\Lambda$ contains each $H \cap \mathcal{B}_{i}$, which is non-empty by definition of blocking set. Therefore, $\Lambda$ meets all the $\mathcal{B}_{i}$ 's, which contradicts the hypothesis.

### 3.7.2 Minimal Codes from Spreads

We start by recalling the definition of $t$-spread in $\operatorname{PG}(k-1, q)$, which we will use to obtain a new construction of minimal codes. A $t$-spread $S$ of $\operatorname{PG}(k-1, q)$ is a partition of $\operatorname{PG}(k-1, q)$ in $t$-flats. It is well known that such a $t$-spread exists if and only if $t+1$ divides $k$; see [139]. In particular, a 1-spread of $\operatorname{PG}(k-1, q)$ is a partition of its points into disjoint lines and it is also called a linespread. It exists if and only if $k$ is even.

An algebraic representation of an $(r-1)$-spread of $\mathrm{PG}(2 r-1, q)$ can be obtained as follows. Let $\gamma \in \mathbb{F}_{q^{r}}$ be a primitive element and let $M \in \mathbb{F}_{q}^{r \times r}$ be the companion matrix of the minimal polynomial of $\gamma$ over $\mathbb{F}_{q}$. It is well known that $\mathbb{F}_{q^{r}} \cong \mathbb{F}_{q}[\gamma] \cong \mathbb{F}_{q}[M]=\{0\} \cup\left\{M^{i}: 1 \leq i \leq q^{r}-1\right\}$ as $\mathbb{F}_{q}$-algebras. For $i \in\left[q^{r}-1\right]$ define $V_{i}:=\left\{\left[x: x M^{i}\right] \mid x \in \operatorname{PG}(r-1, q)\right\}, V_{0}:=\{[x: 0] \mid$ $x \in \operatorname{PG}(r-1, q)\}$ and $V_{q^{r}}:=\{[0: y] \mid y \in \operatorname{PG}(r-1, q)\}$. Then the set $\left\{V_{0}, \ldots, V_{q^{r}}\right\}$ is an $(r-1)$-spread of $\mathrm{PG}(2 r-1, q)$.

Theorem 3.73. Let $S$ be the $(r-1)$-spread of $\mathrm{PG}(2 r-1, q)$ defined above and let $\mathcal{B}=V_{0} \cup$ $V_{i} \cup V_{j} \cup V_{q^{r}} \subseteq \mathrm{PG}(2 r-1, q)$, with $0<i<j<q^{r}$. Suppose that for every $s>1$ dividing $r$ we have $j-i \not \equiv 0 \bmod \left(\frac{q^{s}-1}{q-1}\right)$. Then $\mathcal{B}$ is a cutting blocking set.

Proof. For ease of exposition we switch to vector notation, in which we represent $V_{0}, V_{i}, V_{j}, V_{q^{r}}$
 $V_{q^{r}}=\operatorname{rowsp}\left(0 \mid I_{r}\right), V_{i}=\operatorname{rowsp}\left(I_{r} \mid M^{i}\right)$ and $V_{j}=\operatorname{rowsp}\left(I_{r} \mid M^{j}\right)$. Let $H$ be a hyperplane in $\mathbb{F}_{q}^{2 r}$. We want to show that $\langle H \cap \mathcal{B}\rangle=H$, or, equivalently, that $\langle H \cap \mathcal{B}\rangle=\left\langle H \cap V_{0}\right\rangle+\langle H \cap$ $\left.V_{q^{r}}\right\rangle+\left\langle H \cap V_{i}\right\rangle+\left\langle H \cap V_{j}\right\rangle$ has dimension at least $2 r-1$. Observe first that if $H$ contains one among the $V_{\ell}$ 's, say $V_{0}$, then there is nothing to prove, since $\left\langle H \cap V_{0}\right\rangle+\left\langle H \cap V_{i}\right\rangle$ has already dimension (at least) $2 r-1$. Hence we can assume that $H$ intersect both $V_{0}$ and $V_{q^{r}}$ in an $(r-1)$ dimensional subspace. Then the space $\left\langle H \cap V_{0}\right\rangle+\left\langle H \cap V_{q^{r}}\right\rangle$ has dimension $2 r-2$. We can write the intersection spaces as

$$
\begin{array}{ll}
H \cap V_{0}=\operatorname{rowsp}\left(X_{1} \mid 0\right), & H \cap V_{i}=\operatorname{rowsp}\left(X_{2} \mid X_{2} M^{i}\right) \\
H \cap V_{q^{r}}=\operatorname{rowsp}\left(0 \mid X_{3}\right), & H \cap V_{j}=\operatorname{rowsp}\left(X_{4} \mid X_{4} M^{j}\right)
\end{array}
$$

for some $X_{1}, X_{2}, X_{3}, X_{4} \in \mathbb{F}_{q}^{(r-1) \times r}$ of rank $r-1$.

Suppose by contradiction that $\langle H \cap \mathcal{B}\rangle$ has dimension exactly $2 r-2$. This implies

$$
\text { rowsp }\left(\begin{array}{ll}
X_{2} & X_{2} M^{i} \\
X_{4} & X_{4} M^{j}
\end{array}\right) \subseteq \operatorname{rowsp}\left(\begin{array}{cc}
X_{1} & 0 \\
0 & X_{3}
\end{array}\right)
$$

which in turn implies

$$
\operatorname{rowsp}\left(X_{2}\right)=\operatorname{rowsp}\left(X_{4}\right)=\operatorname{rowsp}\left(X_{1}\right), \operatorname{rowsp}\left(X_{3}\right)=\operatorname{rowsp}\left(X_{2} M^{i}\right)=\operatorname{rowsp}\left(X_{4} M^{j}\right)
$$

Without loss of generality, we can assume that $X_{1}=X_{2}=X_{4}=: X$, which reduces the above condition to

$$
\operatorname{rowsp}\left(X_{3}\right)=\operatorname{rowsp}\left(X M^{i}\right)=\operatorname{rowsp}\left(X M^{j}\right)
$$

Thus, there exists a matrix $A \in \mathrm{GL}(r-1, q)$ such that

$$
\begin{equation*}
A X-X M^{j-i}=0 \tag{3.14}
\end{equation*}
$$

The matrix equation in (3.14), where the matrix $X$ is the unknown, is a Sylvester equation. This is known to have a unique solution if the minimal polynomials of $A$ and $M^{j-i}$ are coprime; see e.g. [86, Theroem 2.4.4.1]. Observe that the minimal polynomial of $M^{j-i}$ is irreducible of degree $r$, since $M^{j-i}$ corresponds to the element $\gamma^{j-i}$ and by the assumption on $j-i$ in the statement we have $\mathbb{F}_{q}\left[\gamma^{j-i}\right]=\mathbb{F}_{q^{r}}$. Moreover, the minimal polynomial of $A$ has degree at most $r-1$, and hence it is coprime with the one of $M^{j-i}$,s. Therefore (3.14) has a unique solution, which is clearly $X=0$. This leads to a contradiction and concludes the proof.

Remark 3.74. Observe that in the particular case of $r=2$, the construction provided in Theorem 3.73 works because the algebraic spread $S$ that we use is regular. This means that $S$ is disjoint union of $q-1$ reguli. A regulus is a collection of $q+1$ disjoint lines such that, if a line meets 3 of them, then it meets all of them. And the regulus is uniquely identified by any three lines in it. Hence, if we take any three lines from the spread and the forth one which does not belong to the spread that they generate, then any line that intersects the first three lines cannot intersect also the forth one. Then, using Theorem 3.72, we can deduce that these four lines form a cutting blocking set. In Theorem 3.73, once we fix $V_{0}, V_{i}, V_{q^{2}}$, the unique regulus defined by those three lines is given by $\left\{V_{0}, V_{q^{2}}, V_{i}\right\} \cup\left\{V_{r}: r-i \equiv 0 \bmod q+1\right\}$.

We now concentrate on the more general case of $(r-1)$-spreads in $\operatorname{PG}(r t-1, q)$. These can be constructed using the so-called field reduction; see [139, 99]. This technique identifies points in $\mathrm{PG}\left(t-1, q^{r}\right)$ with $(r-1)$-flats in $\mathrm{PG}(r t-1, q)$. The idea is exactly the same as for the algebraic $(r-1)$-spread of $\mathrm{PG}(2 r-1, q)$ described above. Let $\gamma$ be a primitive element in $\mathbb{F}_{q^{r}}$ and let $M$ be the companion matrix of the minimal polynomial of $\gamma$ over $\mathbb{F}_{q}$. As already explained, there is an isomorphism $\mathbb{F}_{q^{r}} \cong \mathbb{F}_{q}[M]=\{0\} \cup\left\{M^{i}: 1 \leq i \leq q^{r}-1\right\}$, which we call $\phi$. We can
then extend it to vectors in $\mathbb{F}_{q^{r}}^{t}$ componentwise, obtaining an injective map

$$
\begin{aligned}
\varphi: \mathbb{F}_{q^{r}}^{t} & \longrightarrow \mathbb{F}_{q}^{r \times r t} \\
\left(v_{1}, \ldots, v_{t}\right) & \longmapsto\left(\phi\left(v_{1}\right)|\ldots| \phi\left(v_{t}\right)\right)
\end{aligned}
$$

This map can in turn be extended to a map $\bar{\varphi}: \mathrm{PG}\left(t-1, q^{r}\right) \longrightarrow \mathrm{Gr}_{q}(r, t r)$, the Grassmannian, defined by $P=[v] \longmapsto \operatorname{rowsp}(\varphi(v))$. Note that $\bar{\varphi}$ is well-defined since it does not depend on the choice of the representative $v$ for the point $P$. Indeed, for a nonzero scalar multiple of $v$, say $\gamma^{i} v$, we have $\varphi\left(\gamma^{i} v\right)=M^{i} \varphi(v)$ and since $M^{i}$ is invertible, $\operatorname{rowsp}\left(M^{i} \varphi(v)\right)=\operatorname{rowsp}(\varphi(v))$. It is then well-known that $\operatorname{Im}(\bar{\varphi})$ is a (vectorial) $r$-spread of $\mathbb{F}_{q}^{r t}$, which naturally gives rise to a projective $(r-1)$-spread of $\mathrm{PG}(r t-1, q)$. Such a spread is known as Desarguesian spread; see [139].

In the sequel we will need the following special points in $\operatorname{PG}\left(t-1, q^{r}\right): P_{\ell}:=\left[e_{\ell}\right]$ for $\ell \in[t]$ and $Q_{\ell, m, i}:=\left[u_{\ell, m, i}\right]$, where $u_{\ell, m, i}:=e_{\ell}+\gamma^{i} e_{m}$ for $1 \leq \ell<m \leq t$ and $i \in\left[q^{r}-1\right]$. These will be used in the next result to extend the construction of Theorem 3.73 from two to $t$ blocks.

Theorem 3.75. For each pair of integers $(\ell, m)$ such that $1 \leq \ell<m \leq t$, let $j_{\ell, m}, i_{\ell, m} \in\left[q^{r}-1\right]$ be integers with the following property: for all $s>1$ dividing $r, j_{\ell, m}-i_{\ell, m} \not \equiv 0 \bmod \left(\frac{q^{s}-1}{q-1}\right)$. Define the set

$$
\mathcal{T}:=\left(\bigcup_{1 \leq \ell \leq t} \bar{\varphi}\left(P_{\ell}\right)\right) \cup\left(\bigcup_{1 \leq \ell<m \leq t}\left(\bar{\varphi}\left(Q_{\ell, m, \ell_{\ell, m}}\right) \cup \bar{\varphi}\left(Q_{\ell, m, j_{\ell, m}}\right)\right)\right) .
$$

Then the projectivization of $\mathcal{T}$ is a cutting blocking set in $\operatorname{PG}(r t-1, q)$.
Proof. Once again we work in vector notation. Let $H$ be a hyperplane in $\mathbb{F}_{q}^{r t}$. Let $a:=\mid\{\ell$ : $\left.\bar{\varphi}\left(P_{\ell}\right) \subseteq H\right\} \mid$. Then $0 \leq a \leq t-1$ and $\operatorname{dim}(\langle H \cap \mathcal{T}\rangle) \geq r a+(r-1)(t-a)$. Without loss of generality assume that $\left\{\ell: \bar{\varphi}\left(P_{\ell}\right) \subseteq H\right\}=[a]$. Hence $\langle H \cap \mathcal{T}\rangle$ contains the span of the first $a \cdot r$ standard basis vectors. By taking the quotient on this span, we reduce ourselves to proving the same statement for $a=0$, replacing $t$ by $t-a$. Therefore we can also assume $a=0$ without loss of generality.

We have that $\Lambda:=\left\langle H \cap\left(\bigcup_{\ell} \bar{\varphi}\left(P_{\ell}\right)\right)\right\rangle$ has dimension $(r-1) t$. For all integers $1 \leq \ell<m \leq t$, define

$$
\begin{aligned}
\mathcal{S}_{\ell, m} & :=\bar{\varphi}\left(P_{\ell}\right) \cup \bar{\varphi}\left(P_{m}\right) \cup \bar{\varphi}\left(Q_{\ell, m, i_{\ell, m}}\right) \cup \bar{\varphi}\left(Q_{\ell, m, j_{\ell, m}}\right), \\
\Pi_{\ell, m} & :=\left\langle\bar{\varphi}\left(P_{\ell}\right) \cup \bar{\varphi}\left(P_{m}\right)\right\rangle=\left\langle e_{i}:(\ell-1) r+1 \leq i \leq \ell r, \text { or }(m-1) r \leq i \leq m r\right\rangle .
\end{aligned}
$$

Then $H \cap \Pi_{\ell, m}$ is a hyperplane in $\Pi_{\ell, m} \cong \mathbb{F}_{q}^{2 r}$. Moreover, using the same argument as in the proof of Theorem 3.73, there exists a vector $v_{\ell, m} \in\left(H \cap \Pi_{\ell, m}\right) \cap \mathcal{S}_{\ell, m} \subseteq H \cap \mathcal{S}_{\ell, m}$ such that $v_{\ell, m} \notin\left\langle H \cap\left(\bar{\varphi}\left(P_{\ell}\right) \cup \bar{\varphi}\left(P_{m}\right)\right)\right\rangle$. Observe that the support of $v_{\ell, m}$ is contained only in the $\ell$-th and the $m$-th blocks and that we can write $v_{\ell, m}=w_{\ell, m}^{(\ell)}+w_{\ell, m}^{(m)}$, where $w_{\ell, m}^{(j)} \in\left\langle\bar{\varphi}\left(P_{j}\right)\right\rangle$, i.e., it has support contained only in the $j$-th block, for $j \in\{\ell, m\}$. Now consider the $t-1$ vectors
$v_{1,2}, \ldots, v_{1, t}$. Since $a=0$, none of the $v_{1, i}$ 's belongs to $\Lambda$. It is left to show that for each $i \geq 3$ we have $v_{1, i} \notin \Gamma_{i-1}:=\Lambda+\left\langle v_{1,2}, \ldots, v_{1, i-1}\right\rangle$. By contradiction, suppose that $v_{1, i} \in \Gamma_{i-1}$. Let $\rho_{i}: \mathbb{F}_{q}^{r t} \rightarrow \mathbb{F}_{q}^{r}$ denote the projection on the $i$-th block. We have

$$
w_{1, i}^{(i)}=\rho_{i}\left(v_{1, i}\right) \in \rho_{i}\left(\Gamma_{i}\right)=\left\langle H \cap \bar{\varphi}\left(P_{i}\right)\right\rangle,
$$

since, by construction, the $i$-th block of any vector in $\Gamma_{i-1}$ is equal to the $i$-th block of some element in $\bar{\varphi}\left(P_{i}\right) \cap H$. Therefore, also the vector $w_{1, i}^{(1)}=v_{1, i}-w_{1, i}^{(i)}$ belongs to $H$. This means that $v_{1, i} \in H \cap\left(\bar{\varphi}\left(P_{1}\right) \cup \bar{\varphi}\left(P_{i}\right)\right) \subseteq \Lambda$, which leads to a contradiction.

Remark 3.76. The construction of Theorem 3.75 for $r=t=2$ (or, equivalently, the one of Theorem 3.73 for $r=2$ ) coincides with the construction of cutting blocking sets of [59, Theorem 3.7], which consists of 4 disjoint lines in $\operatorname{PG}(3, q)$. Therefore, Theorem 3.75 can be viewed as a generalization of that result.

Example 3.77. We explicitly construct a cutting blocking set in $\operatorname{PG}(5, q)$ as explained in Theorem 3.75, with $r=2$ and $t=3$. We take as $\gamma$ a primitive element of $\mathbb{F}_{q^{2}}$ whose minimal polynomial over $\mathbb{F}_{q}$ is $x^{2}-p_{1} x-p_{0}$. We have $P_{1}=[1: 0: 0], P_{2}=[0: 1: 0], P_{3}=[0: 0: 1]$ and choose the following points in $\operatorname{PG}\left(2, q^{2}\right): Q_{1,2, q^{2}-1}=[1: 1: 0], Q_{1,2,1}=[1: \gamma: 0]$, $Q_{1,3, q^{2}-1}=[1: 0: 1], Q_{1,3,1}=[1: 0: \gamma], Q_{2,3, q^{2}-1}=[0: 1: 1], Q_{2,3,1}=[0: 1: \gamma]$. Therefore the set $\mathcal{T}$ is

$$
\begin{aligned}
\mathcal{T}= & \left\{(x, y, 0,0,0,0): x, y \in \mathbb{F}_{q}\right\} \\
& \cup\left\{(0,0, x, y, 0,0): x, y \in \mathbb{F}_{q}\right\} \cup\left\{(0,0,0,0, x, y): x, y \in \mathbb{F}_{q}\right\} \\
& \cup\left\{(x, y, x, y, 0,0): x, y \in \mathbb{F}_{q}\right\} \cup\left\{\left(x, y, y, p_{0} x+p_{1} y, 0,0\right): x, y \in \mathbb{F}_{q}\right\} \\
& \cup\left\{(x, y, 0,0, x, y): x, y \in \mathbb{F}_{q}\right\} \cup\left\{\left(x, y, 0,0, y, p_{0} x+p_{1} y\right): x, y \in \mathbb{F}_{q}\right\} \\
& \cup\left\{(0,0, x, y, x, y): x, y \in \mathbb{F}_{q}\right\} \cup\left\{\left(0,0, x, y, y, p_{0} x+p_{1} y\right): x, y \in \mathbb{F}_{q}\right\} .
\end{aligned}
$$

The projectivization of $\mathcal{T}$ gives the desired cutting blocking set in $\operatorname{PG}(5, q)$.

### 3.7.3 Inductive Constructions of Cutting Blocking Sets

As already observed in the Introduction, of particular interest is the study of minimal codes of small length for a given dimension. Formally, for a fixed positive integer $k$ and a prime power $q$, we are interested in determining the value of

$$
m(k, q):=\min \left\{n \in \mathbb{N}_{\geq 1} \mid \text { there exists a minimal }[n, k]_{q} \text { code }\right\}
$$

This function has been explicitly studied in [106], where it was observed that $m(2, q)=q+1$ and that

$$
\begin{equation*}
q(k-1)+1 \leq m(k, q) \leq(q-1)\binom{k}{2}+k \tag{3.15}
\end{equation*}
$$

where the upper bound is constructive (the tetrahedron from page 24). The same results were independently obtained in [5], where shorter minimal codes are constructed for $k \in\{3,4,5\}$. In this notation, Theorem 3.51 improves on the lower bound in (3.15), reading

$$
m(k, q) \geq(q+1)(k-1)
$$

We already obtained improvements on this bound in Corollary 3.56 and Corollary 3.63, as shown in Table 3.1.

In [48] it has been shown that the upper bound on $m(k, q)$ in (3.15) is far from being tight. More precisely, one has

$$
\begin{equation*}
m(k, q) \leq \frac{2 k}{\log _{q}\left(\frac{q^{2}}{q^{2}-q+1}\right)} \tag{3.16}
\end{equation*}
$$

indicating that, in principle, for a fixed $q$ and $k$ large enough one might construct much shorter minimal codes. In particular, a natural problem is that of finding, for a fixed $q$, an infinite family of minimal codes over $\mathbb{F}_{q}$ whose length is linear in $k$. This problem is naturally motivated by the goal of explicitly constructing asymptotically good minimal codes. Indeed, while these codes are known to be asymptotically good, the proofs in [54, 5] are not constructive, as well as the bound in (3.16). We are currently unaware of any explicit general construction of minimal codes whose length is unbounded for a fixed $q$, and that are asymptotically shorter than the tetrahedron; see also the discussion in Remark 3.24.

In the sequel, we introduce two new families of minimal codes whose lengths are shorter than the one of the tetrahedron by a factor 2 and by a factor $\frac{9}{4}$, respectively. We start with a result that represents a first step towards inductive constructions of cutting blocking sets.

Proposition 3.78. Let $\mathcal{B}=\mathcal{B}_{1} \cup \ldots \cup \mathcal{B}_{r}$ be a cutting blocking set in $\operatorname{PG}(N, q)$. For each $i \in[r]$, let $\Gamma_{i}:=\left\langle\mathcal{B}_{i}\right\rangle \cong \mathrm{PG}\left(n_{i}, q\right)$ for some $n_{i} \leq N$ and let $\mathcal{B}_{i}^{\prime} \subseteq \Gamma_{i}$ be the isomorphic image of a cutting blocking set in $\operatorname{PG}\left(n_{i}, q\right)$. Then $\mathcal{B}^{\prime}:=\mathcal{B}_{1}^{\prime} \cup \ldots \cup \mathcal{B}_{r}^{\prime}$ is a cutting blocking set.

Proof. Let $H$ be a hyperplane in $\operatorname{PG}(N, q)$. We want to show that $\left\langle H \cap \mathcal{B}^{\prime}\right\rangle=H$. By hypothesis we have that

$$
H=\langle H \cap \mathcal{B}\rangle=\left\langle H \cap \mathcal{B}_{1}\right\rangle+\ldots+\left\langle H \cap \mathcal{B}_{r}\right\rangle .
$$

Consider the spaces $\Lambda_{i}:=H \cap\left\langle\mathcal{B}_{i}\right\rangle, i \in[r]$. Clearly, $\Lambda_{i} \supseteq\left\langle H \cap \mathcal{B}_{i}\right\rangle$ for all $i$. We now examine two cases separately.
Case I: $\Lambda_{i}=\left\langle\mathcal{B}_{i}\right\rangle$, that is, $H$ contains $\left\langle\mathcal{B}_{i}\right\rangle$. In this case $H$ also contains $\mathcal{B}_{i}^{\prime}$ and $\left\langle H \cap \mathcal{B}_{i}^{\prime}\right\rangle=$ $\left\langle\mathcal{B}_{i}^{\prime}\right\rangle=\left\langle\mathcal{B}_{i}\right\rangle=\Lambda_{i}$.

Case II: $\Lambda_{i}$ is a hyperplane in $\left\langle\mathcal{B}_{i}\right\rangle$. By hypothesis, $\mathcal{B}_{i}^{\prime}$ is a cutting blocking set in $\left\langle\mathcal{B}_{i}\right\rangle$, and hence $\left\langle H \cap \mathcal{B}_{i}^{\prime}\right\rangle \supseteq\left\langle\Lambda_{i} \cap \mathcal{B}_{i}^{\prime}\right\rangle=\Lambda_{i}$.

Therefore in both cases we have

$$
\begin{aligned}
\left\langle H \cap \mathcal{B}^{\prime}\right\rangle & =\left\langle H \cap \mathcal{B}_{1}^{\prime}\right\rangle+\ldots+\left\langle H \cap \mathcal{B}_{r}^{\prime}\right\rangle \supseteq \Lambda_{1}+\ldots+\Lambda_{r} \\
& \supseteq\left\langle H \cap \mathcal{B}_{1}\right\rangle+\ldots+\left\langle H \cap \mathcal{B}_{r}\right\rangle=H,
\end{aligned}
$$

concluding the proof.
We are now ready to combine the above result with Theorem 3.75 and derive a recursive upper bound on $m(k, q)$.

Theorem 3.79. For all positive $a, b \in \mathbb{N}$,

$$
m(a b, q) \leq a^{2} m(b, q)
$$

Proof. By Theorem 3.75 we know that we can construct a cutting blocking set in $\operatorname{PG}(a b-1, q)$ with the aid of a $(b-1)$-spread. More precisely, we only need to take $a^{2}$ disjoint $(b-1)$-flats $\Gamma_{1}, \ldots, \Gamma_{a^{2}} \cong \mathrm{PG}(b-1, q)$ from the spread. By Proposition 3.78, for each of them we can take the isomorphic image of a cutting blocking set in $\operatorname{PG}(b-1, q)$ with minimum cardinality $m(b, q)$. Therefore, we finally obtain a cutting blocking set in $\operatorname{PG}(a b-1, q)$ of cardinality $a^{2} m(b, q)$.

Observe that the proof of Theorem 3.79 gives an explicit way of constructing a minimal $\left[a^{2} m(b, q), a b\right]_{q}$ code, provided that there exists already a construction for an $[m(b, q), b]_{q}$ minimal code. We illustrate how this construction works with the following example.

Example 3.80. We fix $k=6=3 \cdot 2$ and assume $q$ to be a square. Observe that under these assumptions we know the exact values of $m(2, q)$ and $m(3, q)$. Namely, we have $m(2, q)=q+1$ and

$$
m(3, q)= \begin{cases}3 q & \text { if } q=4 \\ 2(q+\sqrt{q}+1) & \text { if } q \geq 9\end{cases}
$$

Now we can use Theorem 3.79 in two ways. On the one hand, we deduce that

$$
m(6, q) \leq 9 \cdot m(2, q)=9(q+1)
$$

Such a construction is obtained by taking 9 lines from a linespread in $\operatorname{PG}(5, q)$ as explained also in Example 3.77. On the other hand, by interchanging the roles of 2 and 3 we obtain

$$
m(6, q) \leq 4 \cdot m(3, q)= \begin{cases}12(q+1) & \text { if } q=4 \\ 8(q+\sqrt{q}+1) & \text { if } q \geq 9\end{cases}
$$

The corresponding cutting blocking set is constructed by first selecting 4 planes in $\operatorname{PG}(5, q)$ via Theorem 3.73, and then by choosing, in each of these planes, a minimal 2 -fold blocking set: when $q=4$, we take 3 lines not intersecting all in the same point; when $q \geq 9$, we choose 2 disjoint Baer subplanes. It is easy to check that for $q<64$ the cutting blocking set consisting of 9 lines is smaller, while for $q \geq 64$ the 8 Baer subplanes give rise to a cutting blocking set with smaller cardinality. Notice that both constructions produce a smaller cutting blocking set than the tetrahedron, which contains $15 q-9$ points. For instance, let us consider the case $q=4$. The 9 lines give rise to a minimal $[45,6]_{4}$ code, the 8 Baer subplanes lead to a minimal $[56,6]_{4}$ code, while the tetrahedron provides a $[66,4]_{4}$ code. If we take $q=64$, then the three constructions produce minimal codes whose parameters are $[585,6]_{64},[584,6]_{64}$ and $[966,6]_{64}$, respectively.

Remark 3.81. Very recently, a construction of cutting blocking sets in $\operatorname{PG}(5, q)$ as union of seven disjoint lines has been given in [28]. This gives an improvement on the known upper bound for $m(6, q)$. In the same work, a construction of a cutting blocking set in $\operatorname{PG}\left(3, q^{3}\right)$ of size $3\left(q^{3}+q^{2}+q+1\right)$ has been obtained as union of three suitable disjoint $q$-order subgeometries. These results together yield the following bounds:

$$
\begin{aligned}
m\left(4, q^{3}\right) & \leq 3\left(q^{3}+q^{2}+q+1\right) \\
m(6, q) & \leq 7(q+1)
\end{aligned}
$$

The proof of Theorem 3.79, which constructs minimal codes of dimension $k=a b$, heavily relies on the existence of a smaller minimal code, whose dimension divides $k$. Clearly, this recursive construction does not cover all dimensions, as for instance it does not provide any nontrivial minimal code of prime dimension. While for $k=5$ one can rely on the construction provided in [5, Construction 2], which gives a $[8 q-3,5]_{q}$ minimal code, for primes greater than 5 we are not (yet) able to construct any short minimal code different from the tetrahedron. Also, we are not (yet) able to construct short minimal codes of odd dimension, unless the latter is divisible by 3 and $q$ is a square. When $k$ is odd one can construct minimal codes taking several ( $r-1$ )-flats in $\operatorname{PG}(k-1, q)$, where $r$ is the smallest prime dividing $k$. However, when such a prime is big, the resulting code turns out to be quite long.

The discussion in the previous paragraph motivates us to look for alternative constructions of minimal codes, with the ultimate goal of covering a larger dimension range. Our next move in this direction is an inductive result that allows us to construct a cutting blocking set in $\mathrm{PG}(k, q)$ starting from a smaller one in $\operatorname{PG}(k-1, q)$. The following result has already been shown in [59, Construction A]. We include a proof for completeness.

Proposition 3.82 (see [59, Theorem 3.10]). Let $\mathcal{B}^{\prime}$ be a cutting blocking set in $\operatorname{PG}(k-1, q)$. Fix a hyperplane $\Lambda \subseteq \operatorname{PG}(k, q)$ and take an isomorphic image $\mathcal{T}$ of $\mathcal{B}^{\prime}$ in $\Lambda$. Moreover, select $k$ points $P_{1}, \ldots, P_{k} \in\langle\mathcal{T}\rangle$ not lying all in the same $(k-2)$-flat and a point $P \in \operatorname{PG}(k, q) \backslash \Lambda$.

Define the lines $\ell_{i}:=\left\langle P_{i}, P\right\rangle$. Then the set

$$
\mathcal{B}:=\mathcal{T} \cup\left(\bigcup_{i=1}^{k} \ell_{i} \backslash\left\{P_{i}\right\}\right)
$$

is a cutting blocking set in $\mathrm{PG}(k, q)$. In particular, for every $k \in \mathbb{N}_{\geq 1}$ we have

$$
m(k+1, q) \leq m(k, q)+(q-1) k+1 .
$$

Proof. Let $H$ be a hyperplane in $\operatorname{PG}(k, q)$. If $H=\Lambda$, then clearly $\langle H \cap \mathcal{B}\rangle=H$. If $H \neq \Lambda$, then we have that $\Lambda_{0}:=H \cap \Lambda$ is a hyperplane in $\Lambda$. Hence $\langle H \cap \mathcal{T}\rangle=\left\langle\Lambda_{0} \cap \mathcal{T}\right\rangle=\Lambda_{0}$. Moreover, $H$ meets each of the lines $\ell_{i}$ 's in a point $Q_{i}$. Observe that not all of them can lie in $\Lambda$, because otherwise we would have $Q_{i}=P_{i}$ for every $i$ and $H=\Lambda$. Therefore, there exists a point $Q_{i} \in\left(\ell_{i} \cap H\right) \backslash\langle\mathcal{T}\rangle$. This implies that $Q_{i} \in\langle H \cap \mathcal{B}\rangle \backslash \Lambda_{0}$ and we can conclude that $\langle H \cap \mathcal{B}\rangle=H$.

Proposition 3.82 shows how to construct a cutting blocking set in $\mathrm{PG}(k, q)$ which contains a copy of a cutting blocking set $\mathcal{T}$ in $\operatorname{PG}(k-1, q)$. This is achieved by adding $(q-1) k+1$ points to $\mathcal{T}$. Moreover, among cutting blocking sets containing a copy of a smaller cutting blocking set (of codimension 1), the construction of Proposition 3.82 is optimal, as shown by the following result.

Proposition 3.83. Let $\mathcal{B} \subseteq \operatorname{PG}(k, q)$ be a cutting blocking set such that it contains (an isomorphic image of) a cutting blocking set $\mathcal{B}^{\prime}$ of $\operatorname{PG}(k-1, q)$. Then

$$
|\mathcal{B}| \geq\left|\mathcal{B}^{\prime}\right|+(q-1) k+1
$$

Proof. Let $\mathcal{B}$ be a cutting blocking set in $\operatorname{PG}(k, q)$ and suppose it contains a copy $\mathcal{B}^{\prime}$ of a cutting blocking set in $\operatorname{PG}(k-1, q)$. Then $\mathcal{B}^{\prime}$ is contained in a hyperplane $H$. By the correspondence between linear codes and projective systems, we have

$$
d \leq|\mathcal{B}|-|\mathcal{B} \cap H| \leq|\mathcal{B}|-\left|\mathcal{B}^{\prime}\right| .
$$

Combining this with Theorem 3.44 we obtain the desired inequality.
Remark 3.84. Proposition 3.83 shows that the inductive construction from Proposition 3.82 gives rise to a cutting blocking set that is minimal among all the cutting blocking sets containing a given cutting blocking set of codimension 1. It is interesting to observe that starting from $\mathrm{PG}(1, q)$ and iterating this construction $k$ times, one obtains the tetrahedron, which is, therefore, minimal among the cutting blocking sets in $\mathrm{PG}(k-1, q)$ containing an isomorphic copy of a cutting blocking set of $\mathrm{PG}(i, q)$ for each $i \leq k-2$. Note that its cardinality is $\sim \frac{1}{2} q k^{2}$ for $k$ large.

All of this seems to suggest that in order to obtain cutting blocking sets in $\operatorname{PG}(k-1, q)$ of size $m(k, q)$ (or at least linear in $k$ ) one should look at sets that do not contain (isomorphic copies of) smaller cutting blocking sets.

### 3.7.4 Explicit Constructions of Short Minimal Codes

In this final subsection we combine the results obtained so far to construct minimal codes of short length. To our best knowledge, these constructions produce the shortest known minimal codes, for infinitely many dimensions and field sizes. In particular, the construction applies to all those pairs $(k, q)$ for which the rational normal tangent set of [68] cannot be constructed in $\operatorname{PG}(k-1, q)$.

Construction 4. Assume that $k=2 t$, for some $t \in \mathbb{N} \geq 1$. We use the construction from Theorem 3.75, selecting $t^{2}=\frac{k^{2}}{4}$ disjoint lines from a linespread. The union of these $t^{2}$ lines is a cutting blocking set in $\mathrm{PG}(k-1, q)$, and we denote the corresponding code by $\mathcal{C}_{k, q}$.

Proposition 3.85. The code $\mathcal{C}_{k, q}$ of Construction 4 is minimal with parameters $\left[(q+1) \frac{k^{2}}{2}, k, q(k-\right.$ 1)] ${ }_{q}$.

Proof. The minimality of $\mathcal{C}_{k, q}$ trivially follows from the fact that the associated projective system is a cutting blocking set; see Theorem 3.75. The length of the code $\mathcal{C}_{k, q}$ coincides with the cardinality of the cutting blocking set, which is $(q+1) \frac{k^{2}}{4}$. Therefore it remains to show that $d=$ $q(k-1)$. By the correspondence between projective systems and linear codes and Definition 2.10, we have that $d=n-s=(q+1) t^{2}-s$, where $k=2 t$ and

$$
s:=\max \{|\bar{H} \cap \overline{\mathcal{T}}|: \bar{H} \subseteq \mathrm{PG}(k-1, q), \operatorname{dim}(\bar{H})=k-2\},
$$

where $\overline{\mathcal{T}}$ is the projectivization of the set $\mathcal{T}$ defined in Theorem 3.75. We switch to vector notation and let $\mathcal{A}_{\ell, m}=\left\{\bar{\varphi}\left(P_{\ell}\right), \bar{\varphi}\left(P_{m}\right), \bar{\varphi}\left(Q_{\ell, m, i_{, m}}\right), \bar{\varphi}\left(Q_{\ell, m, j_{\ell, m}}\right)\right\}$ for all $1 \leq \ell<m \leq t$. Let $H$ be a hyperplane of $\mathbb{F}_{q}^{k}=\mathbb{F}_{q}^{2 t}$. Define the set $H_{\mathcal{T}}:=\left\{i: \bar{\varphi}\left(P_{i}\right) \subseteq H\right\}$ and the integers $a:=\left|H_{\mathcal{T}}\right|$ and $a_{\ell, m}:=\left|\left\{A \in \mathcal{A}_{\ell, m}: A \subseteq H\right\}\right|$ for $1 \leq \ell<m \leq t$. Moreover, let $b$ denote the number of lines forming $\overline{\mathcal{T}}$ that are fully contained in the projectivization $\bar{H}$ of $H$. Since each of the lines forming $\overline{\mathcal{T}}$ either intersects $\bar{H}$ in a point, or it is contained in $\bar{H}$, we have

$$
\begin{equation*}
s=(q+1) b+t^{2}-b=q b+t^{2} . \tag{3.17}
\end{equation*}
$$

Therefore, finding the maximum of $s$ is the same as finding the maximum value of $b$. Now observe that $a$ cannot be equal to $t$, as otherwise $H$ would contain a basis of $\mathbb{F}_{q}^{2 t}$. Moreover, we have that $a_{\ell, m} \in\{0,1,4\}$. Indeed, by construction, any two subspaces in $\mathcal{A}_{\ell, m}$ span the same 4-dimensional subspace, and if $H$ contains two of them, then it contains all of them. It is readily
seen that we have

$$
\begin{aligned}
b= & a+\sum_{\substack{\ell, m \in H_{\mathcal{T}}, \ell<m}}\left(a_{\ell, m}-2\right)+\sum_{\substack{\ell \in H_{\mathcal{T}, m \notin H_{\mathcal{T}},}, \ell<m}}\left(a_{\ell, m}-1\right) \\
& +\sum_{\substack{\ell \notin H_{\mathcal{T}}, m \in H_{\mathcal{T}}, \ell<m}}\left(a_{\ell, m}-1\right)+\sum_{\substack{\ell, m \notin H_{\mathcal{T}}, \ell<m}}\left(a_{\ell, m}\right) \\
= & a+\sum_{\substack{\ell, m \in H_{\mathcal{T}}, \ell<m}} 2+\sum_{\substack{\ell, m \notin H_{\mathcal{T}}, \ell<m^{\prime}}}\left(a_{\ell, m}\right) \leq a+\binom{a}{2}+\binom{t-a}{2}=a^{2}+\binom{t-a}{2}=: f_{t}(a),
\end{aligned}
$$

where the second equality and the inequality both follow from the fact that $a_{\ell, m}$ can only be equal to 0,1 or 4 . The function $f_{t}$ is a quadratic polynomial in $a$ with second derivative equal to $3>0$. Hence, the maximum in the interval $[0, t-1]$ is attained in one of the two interval extremes. One can see that this happens when $a=t-1$, from which $b \leq(t-1)^{2}$. Finally, combining this with (3.17) we have $s=q b+t^{2} \leq q(t-1)^{2}+t^{2}=(q+1) t^{2}-q(2 t-1)$ and $d \geq(q+1) t^{2}-s=q(2 t-1)=q(k-1)$.

On the other hand, we can take any hyperplane $H^{\prime}$ containing $\bar{\varphi}\left(P_{i}\right)$, for each $i \in[t-1]$. The projectivization of such a hyperplane contains exactly $b=(t-1)^{2}$ lines forming $\overline{\mathcal{T}}$, and therefore $n-\left|\bar{H}^{\prime} \cap \overline{\mathcal{T}}\right|=q(k-1)$.

Example 3.86. Let $k=6$ and take the cutting blocking set obtained in Example 3.77. This is a cutting blocking set arising from Construction 4. When $q=2$, we take $\gamma$ to be a root of $x^{2}+x+1$ and obtain a minimal $[27,6]_{2}$ code $\mathcal{C}_{6,2}$ whose generator matrix is

$$
\left(\begin{array}{lllllllllllllllllllllllllll}
1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 1 & 0 & 1 & 1 & 0 & 0 & 0 & 0 & 1 & 0 & 1 & 1 & 0 & 1 & 0 & 0 & 0 \\
0 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 1 & 0 & 1 & 1 & 0 & 0 & 0 & 0 & 1 & 1 & 0 & 1 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 1 & 0 & 0 & 0 & 0 & 1 & 1 & 0 & 0 & 0 & 0 & 1 & 1 & 0 & 0 & 1 & 1 & 0 & 0 & 0 & 1 & 0 & 1 \\
0 & 0 & 0 & 0 & 1 & 1 & 0 & 0 & 0 & 0 & 1 & 1 & 0 & 0 & 0 & 0 & 1 & 1 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 1 & 1 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 1 & 0 & 0 & 0 & 0 & 1 & 1 & 0 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 1 & 1 & 0 & 1 & 1 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 1 & 0 & 0 & 0 & 0 & 1 & 1 & 0 & 1 & 1 & 0 & 0 & 0 & 1 & 1 & 0 & 1 & 1 & 0
\end{array}\right) .
$$

Our second construction combines Theorem 3.75 with the concept of a Baer subplane.
Construction 5. Assume that $k=3 t$ for some $t \in \mathbb{N}$ and that $q$ is a square. We first use the construction from Theorem 3.75 by selecting $t^{2}=\frac{k^{2}}{9}$ disjoint planes from a 2 -spread. Then we choose two disjoint Baer subplanes in each of these planes. The union of the selected $2 t^{2}$ Baer subplanes is a cutting blocking set in $\operatorname{PG}(k-1, q)$, and we denote the corresponding code by $\mathcal{D}_{k, q}$.

Proposition 3.87. The code $\mathcal{D}_{k, q}$ of Construction 5 is a minimal code of parameters $[(q+\sqrt{q}+$ 1) $\left.\frac{2 k^{2}}{9}, k, d\right]_{q}$, where $d \geq q\left(\frac{4}{3} k-2\right)$.

Proof. The minimality of $\mathcal{D}_{k, q}$ trivially follows from the fact that the associated projective system $\mathcal{B}$ is a cutting blocking set (Theorem 3.75 and Proposition 3.78). The length of the code $\mathcal{D}_{k, q}$ coincides with the cardinality of the cutting blocking set, which is $(q+\sqrt{q}+1) \frac{2 k^{2}}{9}$. We only need to prove that $d \geq q\left(\frac{4}{3} k-2\right)$. We let $k=3 t$ and proceed as before, finding an upper bound on

$$
s:=\max \{|\bar{H} \cap \mathcal{B}|: \bar{H} \subseteq \operatorname{PG}(k-1, q), \operatorname{dim}(\bar{H})=k-2\} .
$$

Observe that $\mathcal{B}$ is obtained by first forming the cutting blocking set $\overline{\mathcal{T}}$ as in Theorem 3.75, which is the union of $t^{2}$ planes $\Lambda_{1}, \ldots, \Lambda_{t^{2}}$, and then selecting two disjoint Baer subplanes $\mathcal{B}_{i, 1}, \mathcal{B}_{i, 2}$ in each $\Lambda_{i}$. Let $\bar{H}$ be a hyperplane in $\operatorname{PG}(k-1, q)$ and let $b$ denote the number of planes $\Lambda_{i}$ that are fully contained in $\bar{H}$. With this notation, we have

$$
\begin{align*}
|\mathcal{B} \cap \bar{H}| & =2 b(q+\sqrt{q}+1)+\sum_{i: \Lambda_{i} \nsubseteq \bar{H}}\left|\mathcal{B}_{i, 1} \cap \bar{H}\right|+\left|\mathcal{B}_{i, 2} \cap \bar{H}\right| \\
& \leq 2(q+\sqrt{q}+1) b+2(\sqrt{q}+1)\left(t^{2}-b\right), \tag{3.18}
\end{align*}
$$

where the last inequality follows from the fact that a hyperplane $\bar{H}$ meets a Baer subplane in either $1, \sqrt{q}+1$ or $q+\sqrt{q}+1$ points. Moreover, arguing as in the proof of Proposition 3.85, one proves that $b \leq(t-1)^{2}$. Combining this with (3.18) we obtain that $s \leq 2(q+\sqrt{q}+1) t^{2}-2 q(2 t-1)$ and finally $d=n-s \geq q\left(\frac{4}{3} k-2\right)$.

We conclude with a remark that summarizes the code lengths obtained from the constructions and results of this section.

Remark 3.88. For every positive integer $k$ and every prime power $q$, we have provided explicit constructions of minimal $\left[n_{k, q}, k\right]_{q}$ codes with $n_{k, q}$ equal to

$$
\begin{cases}\frac{1}{4}(q+1) k^{2} & \text { if } k \equiv 0 \quad \bmod 2 \\ \frac{2}{9}(q+\sqrt{q}+1) k^{2} & \text { if } k \equiv 0 \quad \bmod 3 \text { and } q \text { is a square } \\ \frac{2}{9}(q+\sqrt{q}+1)(k-1)^{2}+(q-1)(k-1)+1 & \text { if } k \equiv 1 \quad \bmod 3 \text { and } q \text { is a square } \\ \frac{1}{4}(q+1)(k+1)^{2}-(2 k+q-2) & \text { otherwise }\end{cases}
$$

The first length is given by Construction 4, the second length is given by Construction 5, and the last two lengths are obtained by combining Proposition 3.82 with these two constructions. It is easy to see that the minimum distance $d$ of any code obtained using Proposition 3.82 meets the bound of Theorem 3.44 with equality, i.e., $d=(q-1)(k-1)+1$.

## Chapter 4

## Linear Cutting Blocking Sets and Minimal Codes in the Rank Metric

This chapter contains the results provided in [6], by Alfarano, Borello, Neri and Ravagnani. Also in this case, we decided to add some proofs that are not contained in the original paper.

### 4.1 The Geometry of Rank-Metric Codes

In this section we study the geometric structure of rank-metric codes and their connection with the theory of $q$-systems, introducing fundamental tools that will be needed later. We also describe one-weight and simplex codes in the rank metric.

### 4.1.1 Geometric Characterization of Rank-Metric Codes

We start by introducing the natural analogue of the notion of "nondegenerate" code in the rankmetric setting.

Definition 4.1. An $[n, k]_{q^{m} / q}$ rank-metric code $\mathcal{C}$ is (rank-)nondegenerate if $\sigma^{\mathrm{rk}}(\mathcal{C})=\mathbb{F}_{q}^{n}$. We say that $\mathcal{C}$ is (rank-)degenerate if it is not nondegenerate. Moreover, we call $\operatorname{dim}\left(\sigma^{\mathrm{rk}}(\mathcal{C})\right)$ the effective length of the code $\mathcal{C}$.

Proposition 4.2. Let $\mathcal{C} \subseteq \mathbb{F}_{q^{m}}^{n}$ be a rank-metric code. The following are equivalent.

1. $\mathcal{C}$ is rank-nondegenerate.
2. For every $A \in \mathrm{GL}_{n}(q)$, the code $\mathcal{C} \cdot A$ is Hamming-nondegenerate.
3. The $\mathbb{F}_{q}$-span of the columns of any generator matrix of $G$ has $\mathbb{F}_{q}$-dimension $n$.
4. $d\left(\mathcal{C}^{\perp}\right) \geq 2$.

Proof. (1) $\Rightarrow$ (2): Assume that $\mathcal{C} \cdot A$ is Hamming-degenerate for some $A \in \mathrm{GL}_{n}(q)$. Then there exists $\overline{1 \leq i \leq n}$ with $(v A)_{i}=0$ for all $v \in \mathcal{C}$. In particular, $\sigma^{\mathrm{rk}}(v A) \subseteq V:=\left\langle e_{j}: j \neq i\right\rangle$. Using Proposition 2.11, we see that $\sigma^{\mathrm{rk}}(\mathcal{C})$ is contained in an $(n-1)$-dimensional subspace of $\mathbb{F}_{q}^{n}$, hence $\mathcal{C}$ is rank-degenerate.
$(2) \Rightarrow(4)$ : Let $\Gamma:=\left\{\gamma_{1}, \ldots, \gamma_{m}\right\}$ be an $\mathbb{F}_{q^{m}} / \mathbb{F}_{q}$ basis. If $d\left(\mathcal{C}^{\perp}\right)=1$, then there exists $v \in \mathcal{C}^{\perp}$ with $\operatorname{rk}(\Gamma(v))=1$. Therefore there exists $A \in \operatorname{GL}_{n}(q)$ with $v=(0, \ldots, 0,1) \in(\mathcal{C} \cdot A)^{\perp}$. Thus $\mathcal{C} \cdot A$ is a Hamming-degenerate code.
$(4) \Rightarrow(1):$ A rank-degenerate code $\mathcal{C}$ is equivalent to a code $\mathcal{C} \cdot A$ in which all codewords have a 0 in the last component. Hence $(0, \ldots, 0,1) \in(\mathcal{C} \cdot A)^{\perp}$ and $d\left(\mathcal{C}^{\perp}\right)=1$.
$(2) \Rightarrow(3)$ : Let $G$ be a generator matrix of $\mathcal{C}$. Since $\mathcal{C} \cdot A$ is Hamming-nondegenerate for any $A \in \mathrm{GL}_{n}(q)$, the columns of $G$ are linearly independent over $\mathbb{F}_{q}$. This implies that $n=$ $\operatorname{dim}\left(\sigma^{\mathrm{rk}}(\mathcal{C})\right)$ is equal to the dimension of the $\mathbb{F}_{q}$-space of the columns of $G$.
$(3) \Rightarrow(1)$ : This immediately follows from the definition of rank-nondegenerate code.
Remark 4.3. By Proposition 4.2, a degenerate code can be isometrically embedded in $\mathbb{F}_{q^{m}}^{n^{\prime}}$, where $n^{\prime}=\operatorname{dim}\left(\sigma^{\mathrm{rk}}(\mathcal{C})\right)$.

The following result shows that the parameters of a nondegenerate code must obey certain constraints.

Proposition 4.4. (see [91, Corollary 6.5]) Let $\mathcal{C}$ be an $[n, k]_{q^{m} / q}$ nondegenerate rank-metric code. Then $n \leq k m$.

Proof. Let $\left\{c_{1}, \ldots, c_{k}\right\}$ be a set of generators for $\mathcal{C}$. Then, by Proposition 2.14, $\sigma^{\mathrm{rk}}(\mathcal{C})$ is generated by $\sigma^{\mathrm{rk}}\left(c_{i}\right)$ for $i=1, \ldots, k$. Since $\operatorname{dim}\left(\sigma^{\mathrm{rk}}\left(c_{i}\right)\right) \leq m$ for all $i$ and $\sigma^{\mathrm{rk}}(\mathcal{C})=\mathbb{F}_{q}^{n}$, we conclude that $n \leq k m$.

Our next move is to identify geometric objects able to capture the structure of rank-metric codes. We re-formulate the definition of $q$-analogue of a projective system proposed in [129] as follows.

Definition 4.5. An $[n, k, d]_{q^{m} / q}$ system is an $n$-dimensional $\mathbb{F}_{q^{-}}$-space $\mathcal{U} \subseteq \mathbb{F}_{q^{m}}^{k}$ with the properties that $\langle\mathcal{U}\rangle_{\mathbb{F}_{q^{m}}}=\mathbb{F}_{q^{m}}^{k}$ and

$$
\begin{equation*}
d=n-\max \left\{\operatorname{dim}_{\mathbb{F}_{q}}(\mathcal{U} \cap H): H \text { is an } \mathbb{F}_{q^{m}} \text {-hyperplane of } \mathbb{F}_{q^{m}}^{k}\right\} . \tag{4.1}
\end{equation*}
$$

Note that (4.1) can be re-written as

$$
\min \left\{\operatorname{dim}_{\mathbb{F}_{q}}(\mathcal{U}+H): H \text { is an } \mathbb{F}_{q^{m}} \text {-hyperplane in } \mathbb{F}_{q^{m}}^{k}\right\}-m(k-1)
$$

When the parameters are not relevant, we simply call such an object a $q$-system.

Two $[n, k]_{q^{m} / q}$ systems $\mathcal{U}, \mathcal{V}$ are said to be equivalent if there exists an $\mathbb{F}_{q^{m} \text {-isomorphism }}$ $\phi: \mathbb{F}_{q^{m}}^{k} \rightarrow \mathbb{F}_{q^{m}}^{k}$ such that $\phi(\mathcal{U})=\mathcal{V}$.

The following simple result is a geometric formulation of one of the Standard Equations (stated in our context), which will be of great help throughout the chapter. Recall that for integers $a \geq b \geq 0$ and a prime power $Q$, the symbol

$$
\binom{a}{b}_{Q}
$$

denotes the number of $b$-dimensional subspaces of an $a$-dimensional space over $\mathbb{F}_{Q}$. This quantity is called a Gaussian binomial coefficient.

Lemma 4.6. (The Standard Equations) Let $\mathcal{U}$ be an $[n, k]_{q^{m} / q}$ system and let $\Lambda_{r}$ be the set of all $r$-dimensional $\mathbb{F}_{q^{m}}$-subspaces of $\mathbb{F}_{q^{m}}^{k}$. We have

$$
\begin{equation*}
\sum_{H \in \Lambda_{r}}|H \cap(\mathcal{U} \backslash\{0\})|=\left(q^{n}-1\right)\binom{k-1}{r-1}_{q^{m}} \tag{4.2}
\end{equation*}
$$

Proof. Every vector in $\mathcal{U} \backslash\{0\}$ belongs to exactly $\binom{k-1}{r-1}_{q^{m}} r$-dimensional subspaces in $\Lambda_{r}$. Therefore,

$$
\sum_{H \in \Lambda_{r}}|H \cap(\mathcal{U} \backslash\{0\})|=\sum_{u \in \mathcal{U} \backslash\{0\}}\left|\left\{H \in \Lambda_{r}: u \in H\right\}\right|=\left(q^{n}-1\right)\binom{k-1}{r-1}_{q^{m}},
$$

which is the desired result.
In the remainder of this section we describe the 1-to-1 correspondence between equivalence classes of nondegenerate $[n, k, d]_{q^{m} / q}$ codes and equivalence classes of $[n, k, d]_{q^{m} / q}$ systems. We denote the set of equivalence classes of nondegenerate $[n, k, d]_{q^{m} / q}$ codes by $\mathcal{C}[n, k, d]_{q^{m} / q}$, and the set of equivalence classes of $[n, k, d]_{q^{m} / q}$ systems by $\mathcal{U}[n, k, d]_{q^{m} / q}$. Next, we define a map

$$
\Phi: \mathcal{C}[n, k, d]_{q^{m} / q} \rightarrow \mathcal{U}[n, k, d]_{q^{m} / q}
$$

as follows: Given an equivalence class $[\mathcal{C}] \in \mathcal{C}[n, k, d]_{q^{m} / q}$, let $\Phi([\mathcal{C}])$ be the equivalence class of the $\mathbb{F}_{q^{-s p a n}}$ of the columns of a generator matrix of $\mathcal{C}$. Vice versa, given an equivalence class $[\mathcal{U}] \in \mathcal{U}[n, k, d]_{q^{m} / q}$, fix an $\mathbb{F}_{q^{-}}$-basis $\left\{g_{1}, \ldots, g_{n}\right\}$ of $\mathcal{U}$ and let $\Psi([\mathcal{U}])$ be the equivalence class of the code generated by the matrix having the $g_{i}$ 's as columns. In Theorem 4.8 we will show that $\Phi$ and $\Psi$ are the inverse of each other.

We recall that the minimum rank distance of a code $\mathcal{C}$ coincides with the minimum $\mathbb{F}_{q^{-}}$ dimension of the linear space generated over $\mathbb{F}_{q}$ by the entries of $v \in \mathcal{C}$. In particular, $d^{r \mathrm{k}}(\mathcal{C}) \leq$ $d^{\mathrm{H}}(\mathcal{C})$. More precisely, the rank of a vector can be rewritten as

$$
\begin{equation*}
\operatorname{rk}(v)=\min \left\{\mathrm{wt}^{\mathrm{H}}(v A): A \in \mathrm{GL}_{n}(q)\right\} \tag{4.3}
\end{equation*}
$$

We will also repeatedly use the following simple fact: Let $V, H \subseteq W$ be nonzero finite dimensional vector spaces over $\mathbb{F}_{q}$ and let $\mathcal{B}$ be the set of $\mathbb{F}_{q}$-bases of $V$; then

$$
\begin{equation*}
\max \{|B \cap H|: B \in \mathcal{B}\}=\operatorname{dim}(V \cap H) \tag{4.4}
\end{equation*}
$$

Finally, we will often use the following characterization of the rank of a vector.
Lemma 4.7. Let $\mathcal{C}$ be a nondegenerate $[n, k]_{q^{m} / q}$ code and let $G$ be a generator matrix of $\mathcal{C}$. For any nonzero $v \in \mathbb{F}_{q^{m}}^{k}$ we have

$$
\begin{equation*}
\operatorname{rk}(v G)=n-\operatorname{dim}_{\mathbb{F}_{q}}\left(\mathcal{U} \cap\langle v\rangle^{\perp}\right), \tag{4.5}
\end{equation*}
$$

where $\mathcal{U}$ is the $[n, k]_{q^{m} / q}$ system generated by the $\mathbb{F}_{q^{-}}$-span of the columns of $G$.
Proof. Using (4.3) we see that for all nonzero $u \in \mathbb{F}_{q^{m}}^{k}$ we have

$$
\operatorname{rk}(u G)=\min \left\{\mathrm{wt}^{\mathrm{H}}(u G A): A \in \mathrm{GL}_{n}(q)\right\}=\min \left\{n-\left|\left\{i:(G A)_{i} \in\langle u\rangle^{\perp}\right\}\right|\right\},
$$

where $(G A)_{i}$ is the $i$-th column of $G A$ and $\langle u\rangle^{\perp}$ is the dual of the 1-dimensional space generated by $u$. As $A$ ranges over $\mathrm{GL}_{n}(q)$, the columns of $G A$ range over all bases of $\mathcal{U}$. Therefore we conclude by the identity in (4.4).

Note that previous lemma can be viewed as the $q$-analogue of the treatment of Hamming weights in [156]. The following result has already been shown in [129]. We include a complete proof for sake of completeness.

Theorem 4.8. The maps $\Phi$ and $\Psi$ are well-defined and are the inverse of each other. In particular, they give a 1-to-1 correspondence between equivalence classes of nondegenerate $[n, k, d]_{q^{m} / q}$ rank-metric codes and equivalence classes of $[n, k, d]_{q^{m} / q}$ systems.

Proof. We prove a series of properties separately.

- $\Phi([\mathcal{C}])$ does not depend on the choice of the generator matrix $G$. Indeed, if $G^{\prime}$ is another generator matrix for $\mathcal{C}$ then there is an $\mathbb{F}_{q^{m}}$-linear map $\varphi$, such that $\varphi(G)=G^{\prime}$. The same map sends the $\mathbb{F}_{q}$-columnspace of $G$ into the $\mathbb{F}_{q}$-columnspace of $G^{\prime}$.
- $\Phi([\mathcal{C}])$ does not depend on $\mathcal{C}$ but only on its equivalence class. To see this, let $\mathcal{C}^{\prime}$ be a code linearly equivalent to $\mathcal{C}$, then there is a matrix $A \in \mathrm{GL}_{n}(q)$ such that $\mathcal{C}^{\prime}=\mathcal{C} \cdot A$. Hence, if $G$ is a generator matrix for $\mathcal{C}$, then $G A$ is a generator matrix for $\mathcal{C}^{\prime}$ and they have the same $\mathbb{F}_{q}$-columnspace. Hence, the map $\Phi$ does not depend on the choice of the representative.
- $\Phi([\mathcal{C}]) \in \mathcal{U}[n, k, d]_{q^{m} / q}$. To see this, let $\left[n^{\prime}, k^{\prime}, d^{\prime}\right]$ be the parameters of $\Phi([\mathcal{C}])$. We need to show that $(n, k, d)=\left(n^{\prime}, k^{\prime}, d^{\prime}\right)$. Since $\mathcal{C}$ has dimension $k$ over $\mathbb{F}_{q^{m}}$ we have $k=k^{\prime}$.

In order to prove that $n=n^{\prime}$, we use the fact that $\mathcal{C}$ is nondegenerate by assumption. More precisely, let $G$ be a generator matrix for $\mathcal{C}$. Since $\mathcal{C}$ is nondegenerate, by Proposition 4.2, $n=\operatorname{dim}\left(\sigma^{\mathrm{rk}}(\mathcal{C})\right)$ is equal to the dimension of the $\mathbb{F}_{q^{-}}$space of the columns of $G$, that is $n^{\prime}$. Finally, denote by $G$ a generator matrix of $\mathcal{C}$. By Lemma 4.7, for all nonzero $v \in \mathbb{F}_{q^{m}}^{k}$ we have

$$
\operatorname{rk}(v G)=n-\operatorname{dim}_{\mathbb{F}_{q}}\left(\Phi([\mathcal{C}]) \cap\langle v\rangle^{\perp}\right)
$$

As $v$ ranges over the nonzero vectors in $\mathbb{F}_{q^{m}}^{k},\langle v\rangle^{\perp}$ ranges over all $\mathbb{F}_{q^{m}}$-hyperplanes in $\mathbb{F}_{q^{m}}^{k}$. Therefore $d=d^{\prime}$ by definition of $d^{\prime}$.

- $\Psi([\mathcal{U}])$ does not depend on $\mathcal{U}$ but only on its equivalence class. To see this, assume $\mathcal{U}^{\prime}$ is an $[n, k]_{q^{m} / q}$ system equivalent to $\mathcal{U}$, hence, there is an $\mathbb{F}_{q^{m} \text {-isomorphism } \phi \text {, such that }}$ $\phi(\mathcal{U})=\mathcal{U}^{\prime}$. In particular, if $\left\{g_{1}, \ldots, g_{n}\right\}$ is a basis of $\mathcal{U}$ and $\left\{g_{1}^{\prime}, \ldots, g_{n}^{\prime}\right\}$ is a basis of $\mathcal{U}^{\prime}$, then $\phi\left(\left\{g_{1}^{\prime}, \ldots, g_{n}^{\prime}\right\}\right)=\left\{g_{1}^{\prime}, \ldots, g_{n}^{\prime}\right\}$. In particular, let $G$ be the matrix whose $i$-th column is given by $g_{i}$ and $G^{\prime}$ be the matrix whose $i$-th column is given by $g_{i}^{\prime}$, then there is a matrix $A \in \mathrm{GL}_{n}(q)$, such that $G^{\prime}=G A$. Hence, the rank-metric codes generated by $G$ and $G^{\prime}$ are linearly equivalent. So, we conclude that $\Psi$ does not depend on the choice of $\mathcal{U}$.
- $\Psi([\mathcal{U}]) \in \mathcal{C}[n, k, d]_{q^{m} / q}$. To see this, let $\left\{g_{1}, \ldots, g_{n}\right\}$ be an $\mathbb{F}_{q^{-}}$-basis of $\mathcal{U}$ and let $\mathcal{C}$ be the $\left[n^{\prime}, k^{\prime}, d^{\prime}\right]$ code whose generator matrix $G$ has $g_{i}$ as $i$-th column. Then, obviously, the length of $\mathcal{C}$ is $n^{\prime}=n$. The rows of $G$ are linearly independent over $\mathbb{F}_{q^{m}}$ otherwise there is $x \in \mathbb{F}_{q^{m}}^{k}$ such that $x g_{i}^{\top}=0$ for all $i$. Hence, $x$ defines an hyperplane containing $\mathcal{U}$, which contradicts the fact that $\langle\mathcal{U}\rangle_{\mathbb{F}_{q^{m}}}=\mathbb{F}_{q^{m}}^{k}$. This ensures that the dimension $k^{\prime}$ of $\mathcal{C}$ is equal to $k$. For a matrix $G \in \mathbb{F}_{q^{m}}^{k \times n}$ we denote by $G_{i}$ the $i$-th column of $G$. Now, for the distance, observe that for all $v \in \mathbb{F}_{q^{m}}^{k}$,

$$
\begin{aligned}
d^{\prime} & =\min \left\{\mathrm{wt}^{\mathrm{H}}(v G A): A \in \mathrm{GL}_{n}(q)\right\} \\
& =\min \left\{n-\left|\left\{i:(G A)_{i} \in\langle v\rangle^{\perp}\right\}\right|\right\} \\
& =n-\max \left\{\operatorname{dim}_{\mathbb{F}_{q}}(\mathcal{U} \cap H): H \text { is an } \mathbb{F}_{q^{m}} \text {-hyperplane in } \mathbb{F}_{q^{m}}^{k}\right\},
\end{aligned}
$$

where the last equality follows from Equation (4.4). Finally, since the $g_{i}$ 's are linearly independent over $\mathbb{F}_{q}, \mathcal{C}$ is nondegenerate by Proposition 4.2.

All of this establishes the desired result.
We also observe that combining Lemma 4.7 with Remark 4.3 one obtains the following lower bound for the minimum distance of a rank-metric code.

Corollary 4.9. Let $\mathcal{C}$ be an $[n, k, d]_{q^{m} / q}$ code. Then

$$
d \geq \operatorname{dim}_{\mathbb{F}_{q}}\left(\sigma^{\mathrm{rk}}(\mathcal{C})\right)-(k-1) m
$$

As an application of Theorem 4.8, we show that a nondegenerate rank-metric code always have a codeword of rank $\min \{n, m\}$. Note that this the largest rank a codeword can possibly have.

Notation 4.10. We denote by $w^{\mathrm{rk}}(\mathcal{C})$ the maximum rank of the codewords of a rank-metric code $\mathcal{C} \subseteq \mathbb{F}_{q^{m}}^{n}$.

Proposition 4.11. Let $\mathcal{C}$ be a nondegenerate $[n, k]_{q^{m} / q}$ code, then $w^{\mathrm{rk}}(\mathcal{C})=\min \{n, m\}$. In particular, if $n=m$ then an $[n, k]_{q^{n} / q}$ code is nondegenerate if and only if $w^{\mathrm{rk}}(\mathcal{C})=n$.

Proof. Since $w^{\mathrm{rk}}(\mathcal{C}) \leq m$, if $w^{\mathrm{rk}}(\mathcal{C})=n$ then the statement is trivially true, so we may assume that $w^{\mathrm{rk}}(\mathcal{C})<n$. Let $\mathcal{U}$ be any $[n, k]_{q^{m} / q}$ system associated with $\mathcal{C}$ via Theorem 4.8. By Lemma 4.7 we have that $\operatorname{dim}(H \cap \mathcal{U}) \geq n-w^{\mathrm{rk}}(\mathcal{C})$ for each $\mathbb{F}_{q^{m}}$-hyperplane $H$ of $\mathbb{F}_{q^{m}}^{k}$. Denote by $\Lambda$ the set of all $\mathbb{F}_{q^{m}}$-hyperplanes of $\mathbb{F}_{q^{m}}^{k}$. Then we have

$$
\left(q^{n}-1\right)\binom{k-1}{1}_{q^{m}}=\sum_{H \in \Lambda}|H \cap(\mathcal{U} \backslash\{0\})| \geq\left(q^{n-w^{\mathrm{rk}}(\mathcal{C})}-1\right)\binom{k}{1}_{q^{m}},
$$

where the first equality follows from Lemma 4.6. The above inequality is equivalent to

$$
\left(q^{n}-1\right)\left(q^{(k-1) m}-1\right) \geq\left(q^{n-w^{\mathrm{rk}}(\mathcal{C})}-1\right)\left(q^{k m}-1\right)
$$

Dividing both sides by $\left(q^{(k-1) m}-1\right)$, we obtain

$$
\begin{aligned}
q^{n}-1 & \geq\left(q^{n-w^{\mathrm{rk}}(\mathcal{C})}-1\right)\left(q^{m}+\frac{q^{m}-1}{q^{(k-1) m}-1}\right) \\
& =q^{n+m-w^{\mathrm{rk}}(\mathcal{C})}-q^{m}+\frac{\left(q^{n-w^{\mathrm{rk}}(\mathcal{C})}-1\right)\left(q^{m}-1\right)}{q^{(k-1) m}-1} \\
& \geq q^{n+m-w^{\mathrm{rk}}(\mathcal{C})}-q^{m} .
\end{aligned}
$$

Since $n-w^{\mathrm{rk}}(\mathcal{C}) \geq 1$, this implies $m \leq w^{\mathrm{rk}}(\mathcal{C})$. Since, clearly, $w^{\mathrm{rk}}(\mathcal{C}) \leq m$, then they must be equal.

As an application of Proposition 4.11, we recover the characterization of optimal $\mathbb{F}_{q^{m}}$-linear anticodes given in [130, Theorem 18] with a new and concise proof.

Corollary 4.12. Let $\mathcal{C}$ be an $[n, k]_{q^{m} / q}$ code with $k=w^{\mathrm{rk}}(\mathcal{C})$. If $m \geq n$, then $\mathcal{C}$ has a basis made of vectors with entries in $\mathbb{F}_{q}$.

Proof. We prove the result by induction on $n-k$. The case $n=k$ is immediate. Now assume that $n \geq k+1$ and that $\mathcal{C}$ has $k=w^{\mathrm{rk}}(\mathcal{C})$. Fix a generator matrix $G$ for $\mathcal{C}$. Since $k<n$, by Proposition 4.11 there exists $A \in \operatorname{GL}_{n}(q)$ such that the last column of $G \cdot A$ is zero. Denote by $G^{\prime}$ the matrix obtained from $G \cdot A$ by deleting its last column. The code generated by $G^{\prime}$ has
$k=w^{\mathrm{rk}}(\mathcal{C})$ and therefore, by the induction hypothesis, has a basis made of vectors with entries in $\mathbb{F}_{q}$. This means that there exists $B \in \mathrm{GL}_{k}(q)$ such that $B G^{\prime}$ (and thus $B G A$ ) has entries in $\mathbb{F}_{q}$. Therefore $B G=B G A A^{-1}$ has entries in $\mathbb{F}_{q}$ as well.

We conclude this subsection by surveying the connection between the generalized rank weights of an $[n, k]_{q^{m} / q}$ rank-metric code and any corresponding $[n, k]_{q^{m} / q}$ system. The definitions given here are equivalent to those of [129]. We denote the set of Frobenius-closed subspaces of $\mathbb{F}_{q^{m}}^{n}$ by $\Lambda_{q}(n, m)$, that is,

$$
\Lambda_{q}(n, m):=\left\{\mathcal{V} \leq \mathbb{F}_{q^{m}}^{n}: \theta(\mathcal{V})=\mathcal{V}\right\}
$$

where $\theta: x \longmapsto x^{q}$ is the $q$-Frobenius automorphism in $\mathbb{F}_{q^{m}}$ (extended component-wise to vectors). It is known that $\Lambda_{q}(n, m)$ corresponds to the set of subspaces of $\mathbb{F}_{q^{m}}^{n}$ that have a basis of vectors in $\mathbb{F}_{q}^{n}$; see [78, Theorem 1].

Definition 4.13. Let $\mathcal{C}$ be an $[n, k]_{q^{m} / q}$ code. For every $r=1, \ldots, k$, the $r$-th generalized rank weight of $\mathcal{C}$ is the integer

$$
d_{r}(\mathcal{C}):=\min \left\{\operatorname{dim}(\mathcal{V}): \mathcal{V} \in \Lambda_{q}(n, m), \operatorname{dim}(\mathcal{V} \cap \mathcal{C}) \geq r\right\}
$$

The following result was shown in [129]. We state and prove it here for completeness.
Theorem 4.14. Let $\mathcal{C}$ be an $[n, k, d]_{q^{m} / q}$ nondegenerate code and let $\mathcal{U}$ be any $[n, k, d]_{q^{m} / q}$ system associated to $\mathcal{C}$. For any $r=1, \ldots, k$ the $r$-th generalized rank weight is given by

$$
\begin{aligned}
d_{r}(C) & =n-\max \left\{\operatorname{dim}_{\mathbb{F}_{q}}(\mathcal{U} \cap H): H \text { is an } \mathbb{F}_{q^{m-}} \text {-subspace of codim. } r \text { of } \mathbb{F}_{q^{m}}^{k}\right\} \\
& =\min \left\{\operatorname{dim}_{\mathbb{F}_{q}}(\mathcal{U}+H): H \text { is an } \mathbb{F}_{q^{m}} \text {-subspace of codim. } r \text { of } \mathbb{F}_{q^{m}}^{k}\right\}-m(k-r) .
\end{aligned}
$$

In particular, the minimum rank distance of $\mathcal{C}$ is given by

$$
d=n-\max \left\{\operatorname{dim}_{\mathbb{F}_{q}}(\mathcal{U} \cap H): H \text { is an } \mathbb{F}_{q^{m}} \text {-hyperplane of } \mathbb{F}_{q^{m}}^{k}\right\}
$$

In order to prove Theorem 4.14, we first recall the notion of generalized Hamming weight. Given an $[n, k]_{q^{m} / q}$ nondegenerate code $\mathcal{C}$, for every $r=1, \ldots, k$, the $r$-th generalized Hamming weight of $\mathcal{C}$ is defined as

$$
d_{r}^{\mathrm{H}}(\mathcal{C})=\min \left\{\left|\sigma^{\mathrm{H}}(V)\right|: V \subseteq \mathcal{C}, \operatorname{dim}(V)=r\right\} .
$$

It is easy to see that for an $[n, k]_{q^{m} / q}$ rank-metric code $\mathcal{C}$ one has

$$
\begin{equation*}
d_{r}(\mathcal{C})=\min \left\{d_{r}^{\mathrm{H}}(\mathcal{C} \cdot A): A \in \mathrm{GL}_{n}(q)\right\} ; \tag{4.6}
\end{equation*}
$$

see e.g. [111, Theorem 2]. Recall also the following well-known result.

Lemma 4.15 (see [156, Theorem 1.1.14]). Let $\mathcal{C}$ be an $[n, k]_{q^{m} / q}$ code and $G$ be a generator matrix for $\mathcal{C}$. Then

$$
d_{r}^{\mathrm{H}}(\mathcal{C})=\min \left\{n-\left|\left\{i: G_{i} \in H\right\}\right|: H \leq \mathbb{F}_{q^{m}}^{k}, \operatorname{dim} H \leq k-r\right\},
$$

where $G_{i}$ denotes the $i$-th column of $G$.
Proof of Theorem 4.14. Let $G$ be a generator matrix of $\mathcal{C}$. Then, by the previous Lemma and Equation (4.6) we obtain that

$$
d_{r}(\mathcal{C})=n-\max \left\{\left|\left\{i:(G A)_{i} \in H\right\}\right|: A \in \mathrm{GL}_{n}(q), H \leq \mathbb{F}_{q^{m}}^{k}, \operatorname{dim} H \leq k-r\right\} .
$$

Let $\mathcal{U}$ be the $\mathbb{F}_{q^{-}}$-span of the columns of $G$, i.e. $\mathcal{U}$ is an $[n, k]_{q^{m} / q}$ system corresponding to the equivalence class of $\mathcal{C}$. Note that, by Equation (4.4), for a fixed $H \subseteq \mathbb{F}_{q^{m}}^{k}$ with $\operatorname{dim} H \leq k-r$ we have that

$$
\max \left\{\left|\left\{i:(G A)_{i} \in H\right\}\right|: A \in \operatorname{GL}_{n}(q)\right\}=\operatorname{dim}_{\mathbb{F}_{q}}(\mathcal{U} \cap H) .
$$

This concludes the proof.

### 4.1.2 Simplex and One-Weight Codes in the Rank Metric

In this subsection we use the geometric approach on rank-metric codes to define simplex codes as the natural counterpart of simplex Hamming-metric codes. In particular, this allows to characterize one-weight codes in the rank metric, recovering the results of [129] in this context.

Lemma 4.16. Let $a, b, c, d$ be positive integers such that $a \leq b$ and $c \leq d$, and let $t \geq 2$ be an integer. Suppose that $\left(t^{a}-1\right)\left(t^{b}-1\right)=\left(t^{c}-1\right)\left(t^{d}-1\right)$. Then $a=c$ and $b=d$.

Proof. By contradiciton, assume that $(a, b) \neq(c, d)$. Moreover, without loss of generality we can assume $a \leq c$. Since $(a, b) \neq(c, d)$, then we need to have $a<c \leq d$ (if $a=c$ clearly also $b=d$ ). Moreover, we also have that $b>a$, otherwise the equality is not possible. By expanding the equality $\left(t^{a}-1\right)\left(t^{b}-1\right)-\left(t^{c}-1\right)\left(t^{d}-1\right)=0$, and dividing by $t^{a}$, we get

$$
t^{b}-t^{b-a}-t^{c+d-a}+t^{c-a}+t^{d-a}-1=0
$$

All the exponents of $t$ appearing above are positive integers, hence we get a contradiction, since the left hand side is equal to $-1 \bmod t$.

Proposition 4.17. Let $k \geq 2$, let $\mathcal{C}$ be a $[k m, k]_{q^{m} / q}$ code, and let $G$ be a generator matrix of $\mathcal{C}$. The following are equivalent.

1. $\mathcal{C}$ is nondegenerate.
2. The $\mathbb{F}_{q^{-}}$span of the columns of $G$ is $\mathbb{F}_{q^{m}}^{k}$.
3. $\mathcal{C}$ is a one-weight code (with minimum distance $m$ ).
4. $d\left(\mathcal{C}^{\perp}\right)>1$.
5. $d\left(\mathcal{C}^{\perp}\right)=2$.
6. $\mathcal{C}$ is linearly equivalent to a code whose generator matrix is

$$
\left(\begin{array}{c|c|c|}
I_{k} & \alpha I_{k} & \cdots \mid \alpha^{m-1} I_{k} \tag{4.7}
\end{array}\right)
$$

where $\alpha \in \mathbb{F}_{q^{m}}$ satisfies $\mathbb{F}_{q^{m}}=\mathbb{F}_{q}(\alpha)$.
Proof. (1) $\Rightarrow(2)$ : If $\mathcal{C}$ is nondegenerate, then its support has dimension $k m$, which is also the dimension of the associated $[k m, k]_{q^{m} / q}$ system.
$\underline{(2) \Rightarrow(6)}$ : The code $\mathcal{C}$ has effective length $k m$ and $\mathcal{U}=\mathbb{F}_{q^{m}}^{k}$ as corresponding $[n, k]_{q^{m} / q}$ system. Hence, $\mathcal{U}$ has a basis given by $\mathcal{B}=\left\{\alpha^{i} e_{j}: 0 \leq i \leq m-1,0 \leq j \leq k-1\right\}$. Thus, $\mathcal{C}$ belongs to the same equivalence class of the code whose generator matrix is (4.7).
$\underline{(6) \Rightarrow(5)}$ : Without loss of generality, we can assume that $\mathcal{C}$ is the code whose generator matrix $G$ is (4.7). Since $\mathcal{C}$ is nondegenerate, by Proposition 4.2 we have $d\left(\mathcal{C}^{\perp}\right)>1$. Moreover, $G$ is a parity check matrix for $\mathcal{C}^{\perp}$ and from that it is easy to see that the vector $v=\alpha e_{1}-e_{k+1}$ belongs to $\mathcal{C}^{\perp}$ and has rank weight 2 . Thus $d\left(\mathcal{C}^{\perp}\right)=2$.
$(5) \Rightarrow(4):$ Clear.
$(4) \Rightarrow(1)$ : The equivalence between (4) and (1) holds for every rank-metric code, by Proposition 4.2.
$(2) \Rightarrow(3)$ : Let $\mathcal{C}$ be the $[n, k]_{q^{m} / q}$ code generated by $G$. By hypothesis, the $[n, k]_{q^{m} / q}$ system corresponding to $\mathcal{C}$ is $\mathcal{U}=\mathbb{F}_{q^{m}}^{k}$. Moreover, for every nonzero $v \in \mathbb{F}_{q^{m}}^{k}$, by (4.5) it holds that

$$
\operatorname{rk}(v G)=k m-\operatorname{dim}_{\mathbb{F}_{q}}\left(\mathcal{U} \cap\langle v\rangle^{\perp}\right)=k m-(k-1) m=m .
$$

$\underline{(3) \Rightarrow(1)}$ : Let $\mathcal{C}$ be a $[k m, k]_{q^{m} / q}$ code. Let $n \leq k m$ be its effective length, that is, $n=$ $\operatorname{dim}\left(\sigma^{\mathrm{rk}}(\mathcal{C})\right)$. This means that $\mathcal{C}$ can be isometrically embedded in $\mathbb{F}_{q^{m}}^{n}$, obtaining a code $\mathcal{C}^{\prime}$. Then $\mathcal{C}^{\prime}$ is a nondegenerate $[n, k]_{q^{m} / q}$ code with the same weight distribution as $\mathcal{C}$. In particular, $\mathcal{C}^{\prime}$ is a one-weight code as well. Fix a generator matrix for $\mathcal{C}^{\prime}$ and consider the associated $[n, k]_{q^{m} / q}$ system, which we call $\mathcal{U}$. Since $\mathcal{C}^{\prime}$ is a one-weight code, we have $|H \cap(\mathcal{U} \backslash\{0\})|=\left(q^{a}-1\right)$ for some $a$, for every $\mathbb{F}_{q^{m}}$-hyperplane of $\mathbb{F}_{q^{m}}^{k}$. Therefore, if we denote by $\Lambda$ the set of all the $\mathbb{F}_{q^{m-}}$ hyperplanes in $\mathbb{F}_{q^{m}}^{k}$, we have

$$
\sum_{H \in \Lambda}|H \cap(\mathcal{U} \backslash\{0\})|=\binom{k}{1}_{q^{m}}\left(q^{a}-1\right)
$$

Moreover, by applying Equation (4.2) to the right-hand side, we obtain

$$
\left(q^{k m}-1\right)\left(q^{a}-1\right)=\left(q^{(k-1) m}-1\right)\left(q^{n}-1\right) .
$$

By Lemma 4.16, we have $a=(k-1) m$ and $n=k m$. Hence $\mathcal{C}$ itself is nondegenerate.
We call simplex rank-metric code a code that satisfies any of the equivalent conditions in Proposition 4.17. Note that Proposition 4.17 also implies the following characterization of one-weight codes in the rank metric, which is the analogue of the main result of [43].

Corollary 4.18 (Classification of one-weight rank-metric codes). Let $k \geq 2$ and let $\mathcal{C}$ be an $[n, k, d]_{q^{m} / q}$ one-weight code. Then, the effective length of $\mathcal{C}$ is $k m$ and $d=m$. That is, $\mathcal{C}$ is isometric to a simplex rank-metric $[k m, k, m]_{q^{m} / q}$ code.

Proof. If $n \leq k m$, as shown in the proof of Proposition 4.17, it has to be $n=k m$ and $\mathcal{C}$ is a simplex rank-metric code. Assume now $n>k m$. Since the effective length of an $[n, k]_{q^{m} / q}$ is always at most $k m$, then we can isometrically embed $\mathcal{C}$ in a $[k m, k]_{q^{m} / q}$ code $\mathcal{C}^{\prime}$, with the same weight distribution. By Proposition $4.17, \mathcal{C}^{\prime}$ has to be a simplex rank-metric code.

We remark that there is a strong analogy between simplex rank-metric codes and their homonyms in the Hamming metric, which is confirmed by both their weight distributions and by geometric characterization.

Indeed, by Corollary 4.18, simplex rank-metric codes are the only nondegenerate one-weight codes in the rank-metric, just like simplex codes in the Hamming metric, up to repetition. In fact, simplex codes in the Hamming metric are the only projective one-weight codes (where projective means that no two columns of one, and thus any, generator matrix are linearly dependent).

From a geometric point of view, simplex codes in the Hamming metric have a generator matrix whose columns are formed by all the points of $\operatorname{PG}(k-1, q)$. In the rank-metric, simplex codes are associated to the $[k m, k]_{q^{m} / q}$ system $\mathbb{F}_{q^{m}}^{k}$, which is the natural analogue in the rank metric.

We conclude by observing that a definition of simplex code in the rank metric has been recently proposed in [112] (the definition has been given for sum-rank-metric codes, which specialize to rank-metric codes by taking a single matrix block). The simplex codes defined in [112] are different from the simplex codes considered in this thesis. For example, one can check they are not one-weight in general. From a geometric viewpoint, the definition of simplex code proposed in this thesis appears therefore more natural.

### 4.2 From Rank-Metric to Hamming-Metric Codes

In this section we explore various connections between codes in the rank and in the Hamming metric. In particular, we show how to construct a Hamming-metric code from a rank-metric one and describe how the parameters of the two codes relate to each other.

### 4.2.1 Linear Sets

Linear sets in finite geometry can be viewed as a generalizations of subgeometries. Their name was first proposed by Lunardon in [107], where linear sets are used for special constructions of blocking sets. The very first example of linear set is probably due to Brouwer and Wilbrink; see [46]. The interested reader is referred to [125] for an in-depth treatment of linear sets.

A special family of linear sets, which is of particular interest for this thesis, is the one of scattered linear sets introduced by Blokhuis and Lavrauw in [40]. Recently, Sheekey and Van de Voorde observed a connection between scattered linear sets and rank-metric codes with optimal parameters in [142, 144]; see [126] for a survey on this topic.

Definition 4.19. Let $\mathcal{U}$ be an $[n, k]_{q^{m} / q}$ system. The $\mathbb{F}_{q^{-}}$-linear set in $\operatorname{PG}\left(k-1, q^{m}\right)$ of rank $n$ associated to $\mathcal{U}$ is the set

$$
L_{\mathcal{U}}:=\left\{\langle u\rangle_{\mathbb{F}_{q^{m}}}: u \in \mathcal{U} \backslash\{0\}\right\},
$$

where $\langle u\rangle_{\mathbb{F}_{q^{m}}}$ denotes the projective point corresponding to $u$.
Let $\Lambda=\operatorname{PG}\left(W, \mathbb{F}_{q^{m}}\right)$ be the projective subspace corresponding to the $\mathbb{F}_{q^{m}}$-subspace $W$ of $\mathbb{F}_{q^{m}}^{k}$. We define the weight of $\Lambda$ in $L_{\mathcal{U}}$ as the integer

$$
\mathrm{wt}_{\mathcal{U}}(\Lambda):=\operatorname{dim}_{\mathbb{F}_{q}}(\mathcal{U} \cap W) .
$$

If $\Lambda$ is an hyperplane, that is, if $\Lambda=\operatorname{PG}\left(W, \mathbb{F}_{q^{m}}\right)$ with $W=\langle v\rangle^{\perp}$ for some nonzero $v \in \mathbb{F}_{q^{m}}^{k}$, then $\operatorname{wt}_{\mathcal{U}}(\Lambda)=n-\operatorname{rk}(v G)$, where $G$ is a $k \times n$ matrix associated to $\mathcal{U}$; see Lemma 4.7. Observe moreover that for a point $P \in \operatorname{PG}\left(k-1, q^{m}\right)$ we have that $P \in L_{\mathcal{U}}$ if and only if $\mathrm{wt}_{\mathcal{U}}(P) \geq 1$.

Remark 4.20. The original definition of linear sets does not assume the space $\mathcal{U}$ to be a $[n, k]_{q^{m} / q}$ system, i.e., that $\langle\mathcal{U}\rangle_{\mathbb{F}_{q^{m}}}$ is the whole space $\mathbb{F}_{q^{m}}^{k}$. However, if $\operatorname{dim}_{\mathbb{F}_{q^{m}}}\left(\langle\mathcal{U}\rangle_{\mathbb{F}_{q^{m}}}\right)=k-i$, one can assume up to equivalence that $\mathcal{U} \subseteq\left\langle e_{1}, \ldots, e_{k-i}\right\rangle_{\mathbb{F}_{q^{m}}}=: V$, and then study $\mathcal{U}$ in the projective subspace $\operatorname{PG}\left(k-i-1, q^{m}\right)$ induced by $V$.

For any $[n, k]_{q^{m} / q}$ system $\mathcal{U}$, the cardinality of the associated linear set $L_{\mathcal{U}}$ satisfies

$$
\begin{equation*}
\left|L_{\mathcal{U}}\right| \leq \frac{q^{n}-1}{q-1} \tag{4.8}
\end{equation*}
$$

A linear set $L_{\mathcal{U}}$ whose cardinality meets (4.8) with equality is said to be scattered. Equivalently, a linear set $L_{\mathcal{U}}$ is scattered if and only if $\operatorname{wt}_{\mathcal{U}}(P)=1$ for each $P \in L_{\mathcal{U}}$. We also observe that
(4.8) can be refined as follows.

Lemma 4.21. Let $\mathcal{U}$ be an $[n, k]_{q^{m} / q}$ system. Then

$$
\sum_{P \in \operatorname{PG}\left(k-1, q^{m}\right)} \frac{q^{\mathrm{Wt}} \mathcal{U}(P)-1}{q-1}=\frac{q^{n}-1}{q-1} .
$$

Proof. Let $\Lambda_{1}$ be the set of 1-dimensional $\mathbb{F}_{q^{m}}$-subspaces of $\mathbb{F}_{q^{m}}^{k}$. Then, we have

$$
\sum_{P \in \operatorname{PG}\left(k-1, q^{m}\right)} \frac{q^{\mathrm{wt}}(P)}{}-1.1{ }^{-1} \sum_{V \in \Lambda_{1}}\left(q^{\operatorname{dim}_{\mathbb{F}_{q}}(\mathcal{U} \cap V)}-1\right)=\frac{1}{q-1} \sum_{V \in \Lambda_{1}}|V \cap(\mathcal{U} \backslash\{0\})|=\frac{q^{n}-1}{q-1},
$$

where the latter equality follows from Lemma 4.6.

### 4.2.2 The Associated Hamming-Metric Code

The notion of a linear set allows us to describe a connection between rank-metric codes and some particular codes in the Hamming metric. This connection was also observed in [143]. For a $[n, k]_{q^{m} / q}$ system $\mathcal{U}$ and a point $P \in \operatorname{PG}\left(k-1, q^{m}\right)$, define

$$
e_{\mathcal{U}}(P):=\frac{q^{\mathrm{w} t_{\mathcal{U}}(P)}-1}{q-1} .
$$

The identity of Lemma 4.21 can be written as

$$
\begin{equation*}
\sum_{P \in \operatorname{PG}\left(k-1, q^{m}\right)} e_{\mathcal{U}}(P)=\frac{q^{n}-1}{q-1} . \tag{4.9}
\end{equation*}
$$

Denote by $\mathcal{U}(n, k)_{q^{m} / q}$ the set of $[n, k]_{q^{m} / q}$ systems and by $\mathcal{P}(n, k)_{q^{m}}$ the set of projective $[n, k]_{q^{m}}$ systems. Define the map

$$
\begin{aligned}
\mathcal{U}(n, k)_{q^{m} / q} & \longrightarrow \mathcal{P}\left(\frac{q^{n}-1}{q-1}, k\right)_{q^{m}} \\
\mathcal{U} & \longmapsto\left(L_{\mathcal{U}}, e_{\mathcal{U}}\right)
\end{aligned}
$$

where $\left(L_{\mathcal{U}}, e_{\mathcal{U}}\right)$ denotes the multiset $L_{\mathcal{U}}$ with multiplicity function $e_{\mathcal{U}}$. The parameters $\frac{q^{n}-1}{q-1}$ and $k$ of the projective system $\left(L_{\mathcal{U}}, e_{\mathcal{U}}\right)$ directly follow from (4.9). It is easy to see that this map is compatible with the equivalence relations on $\mathcal{U}(n, k)_{q^{m} / q}$ and on $\mathcal{P}\left(\frac{q^{n}-1}{q-1}, k\right)_{q^{m}}$. Indeed, the actions defining the equivalence classes are given in both cases by the group $\operatorname{PGL}\left(k, q^{m}\right)$. We thus constructed a map

$$
\operatorname{Ext}^{\mathrm{H}}: \mathcal{U}[n, k]_{q^{m} / q} \longrightarrow \mathcal{P}\left[\frac{q^{n}-1}{q-1}, k\right]_{q^{m}}
$$

where $\mathcal{U}[n, k]_{q^{m} / q}$ and $\mathcal{P}\left[\frac{q^{n}-1}{q-1}, k\right]_{q^{m}}$ denote the set of equivalence classes of $[n, k]_{q^{m} / q}$ systems and the set of equivalence classes of projective $\left[\frac{q^{n}-1}{q-1}, k\right]_{q^{m}}$ systems, respectively. This maps leaves also the parameter $d$ of the projective $\left[\frac{q^{n}-1}{q-1}, k\right]_{q^{m}}$ system fixed, as the following result shows.

Lemma 4.22. Let $[\mathcal{U}]$ be the equivalence class of $[n, k, d]_{q^{m} / q}$ systems. Then $\left[\left(L_{\mathcal{U}}, e_{\mathcal{U}}\right)\right]$ is the equivalence class of a projective $\left[\frac{q^{n}-1}{q-1}, k, \frac{q^{n}-q^{n-d}}{q-1}\right]_{q^{m}}$ system. In other words, the map

$$
\operatorname{Ext}^{\mathrm{H}}: \mathcal{U}[n, k, d]_{q^{m} / q} \longrightarrow \mathcal{P}\left[\frac{q^{n}-1}{q-1}, k, \frac{q^{n}-q^{n-d}}{q-1}\right]_{q^{m}}
$$

is well-defined.
Proof. The fact that the map Ext ${ }^{\mathrm{H}}$ sends equivalence classes of $[n, k]_{q^{m} / q}$ systems in equivalence classes of projective $\left[\frac{q^{n}-1}{q-1}, k\right]_{q}$ systems has already been observed above. We only need to show the compatibility between the third parameters. More precisely, we need to show that for a given $[n, k, d]_{q^{m} / q}$ system $\mathcal{U}$, every element in $\operatorname{Ext}^{\mathrm{H}}([\mathcal{U}])$ is a projective $\left[\frac{q^{n}-1}{q-1}, k, \frac{q^{n}-q^{n-d}}{q-1}\right]_{q}$ system. Fix the projective $\left[\frac{q^{n}-1}{q-1}, k, d^{\prime}\right]_{q}$ system $\left(L_{\mathcal{U}}, e_{\mathcal{U}}\right)$, and denote by $\Lambda_{k-1}$ the set of $\mathbb{F}_{q^{m}}$-hyperplanes of $\mathbb{F}_{q^{m}}^{k}$. Then for any $H \in \Lambda_{k-1}$ we have

$$
\begin{aligned}
\sum_{P \in \operatorname{PG}\left(H, \mathbb{F}_{q^{m}}\right)} e_{\mathcal{U}}(P) & =\sum_{P \in \operatorname{PG}\left(H, \mathbb{F}_{q^{m}}\right)} \frac{q^{\mathrm{wt}}(P)-1}{q-1} \\
& \left.=\frac{1}{q-1} \sum_{V \subseteq H}^{\operatorname{dim}_{\mathbb{F}_{q^{m}}(V)=1}} \right\rvert\, V \cap(\mathcal{U} \backslash\{0\} \mid \\
& =\frac{1}{q-1}|H \cap(\mathcal{U} \backslash\{0\})| \\
& =\frac{q^{\operatorname{dim}_{\mathbb{F}_{q}}(H \cap \mathcal{U})}-1}{q-1},
\end{aligned}
$$

where the second to last identity follows from the fact that $\left\{V \backslash\{0\}: V \subseteq H, \operatorname{dim}_{\mathbb{F}_{q^{m}}}(V)=1\right\}$ is a partition of $H \backslash\{0\}$. Therefore we obtain

$$
d^{\prime}=\frac{q^{n}-1}{q-1}-\max \left\{\frac{q^{\operatorname{dim}_{\mathrm{F}_{q}(H \cap \mathcal{U})}}-1}{q-1}: H \in \Lambda_{k-1}\right\}=\frac{q^{n}-1}{q-1}-\frac{q^{n-d}-1}{q-1}=\frac{q^{n}-q^{n-d}}{q-1} .
$$

Definition 4.23. Let $\mathcal{C}$ be a nondegenerate $[n, k, d]_{q^{m} / q}$ rank-metric code. We will call any Hamming-metric code in $\left(\Psi^{\mathrm{H}} \circ \operatorname{Ext}^{\mathrm{H}} \circ \Phi\right)([\mathcal{C}])$ associated with $\mathcal{C}$. Note that any such an object is a $\left[\frac{q^{n}-1}{q-1}, k, \frac{q^{n}-q^{n-d}}{q-1}\right]_{q^{m}}$ code.

The Hamming-metric code associated to $\mathcal{C}$ in the previous definition is clearly not unique. However, the choice of the code is irrelevant when focusing on properties that are invariant under monomial equivalence. Therefore, for ease of notation, in the sequel we denote by $\mathcal{C}^{\mathrm{H}}$ any code that belongs to $\left(\Psi^{\mathrm{H}} \circ \operatorname{Ext}^{\mathrm{H}} \circ \Phi\right)([\mathcal{C}])$.

Example 4.24. Let $q=2, n=4$ and $m=3$. Consider $\mathbb{F}_{8}=\mathbb{F}_{2}[\alpha]$, where $\alpha^{3}+\alpha+1=0$. Moreover, let $\mathcal{C}$ be the $[4,2,1]_{8 / 2}$ code whose generator matrix

$$
G=\left(\begin{array}{cccc}
1 & 0 & 0 & 0 \\
0 & 1 & \alpha & \alpha^{2}
\end{array}\right)
$$

Take the $[4,2,1]_{8 / 2}$ system $\mathcal{U}$ spanned by the columns of $G$, i.e., $\mathcal{U}=\left\{(a, \beta): a \in \mathbb{F}_{2}, \beta \in \mathbb{F}_{8}\right\}$. The weights of the points in $\operatorname{PG}(1,8)$ with respect to $\mathcal{U}$ are given by

$$
\begin{aligned}
& \operatorname{wt}_{\mathcal{U}}([1: a])=1, \quad \text { for every } a \in \mathbb{F}_{8} \\
& \operatorname{wt}_{\mathcal{U}}([0: 1])=3 .
\end{aligned}
$$

Hence, we obtain that $\operatorname{Ext}^{\mathrm{H}}(\mathcal{U})=\left(\operatorname{PG}(1,8), e_{\mathcal{U}}\right)$, where

$$
\begin{aligned}
& e_{\mathcal{U}}([1: a])=1, \quad \text { for every } a \in \mathbb{F}_{8} \\
& e_{\mathcal{U}}([0: 1])=7 .
\end{aligned}
$$

At this point, any code $\mathcal{C}^{\mathrm{H}}=C \in\left(\Psi^{\mathrm{H}} \circ \operatorname{Ext}^{\mathrm{H}} \circ \Phi\right)([\mathcal{C}])$ is monomially equivalent to the $[15,2,8]_{8}$ (Hamming-metric) code whose generator matrix is

$$
G_{\mathrm{Ext}}=\left(\begin{array}{ccccccccccccccc}
1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & \alpha & \alpha^{2} & \alpha^{3} & \alpha^{4} & \alpha^{5} & \alpha^{6} & 1 & 1 & 1 & 1 & 1 & 1 & 1
\end{array}\right) .
$$

Example 4.25 (Simplex Rank-Metric Code). Take $\mathcal{C}$ to be the $[k m, k, m]_{q^{m} / q}$ simplex rankmetric code, whose corresponding $[k m, k, m]_{q^{m} / q}$ system is $\Phi([\mathcal{C}])=\left[\mathbb{F}_{q^{m}}^{k}\right]$. Denote $\mathcal{U}:=\mathbb{F}_{q^{m}}^{k}$ and consider the weight of each point $P \in \operatorname{PG}\left(k-1, q^{m}\right)$ in $L_{\mathcal{U}}$. For $P=[v]$, we have

$$
\operatorname{wt}_{\mathcal{U}}(P)=\operatorname{dim}_{\mathbb{F}_{q}}\left(\mathcal{U} \cap\langle v\rangle_{\mathbb{F}_{q^{m}}}\right)=\operatorname{dim}_{\mathbb{F}_{q}}\left(\langle v\rangle_{\mathbb{F}_{q^{m}}}\right)=m .
$$

Therefore by applying the map Ext ${ }^{\mathrm{H}}$ we obtain

$$
\operatorname{Ext}^{\mathrm{H}}([\mathcal{U}])=\left[\left(L_{\mathcal{U}}, e_{\mathcal{U}}\right)\right],
$$

where $L_{\mathcal{U}}=\operatorname{PG}\left(k-1, q^{m}\right)$ and

$$
e_{\mathcal{U}}(P)=\frac{q^{m}-1}{q-1} \quad \text { for all } P \in \operatorname{PG}\left(k-1, q^{m}\right)
$$

In particular, any code in $\left(\Psi^{\mathrm{H}} \circ \operatorname{Ext}^{\mathrm{H}} \circ \Phi\right)([\mathcal{C}])$ is monomially equivalent to the concatenation of $\frac{q^{m}-1}{q-1}$ copies of the $\left[\frac{q^{m}-1}{q^{m}-1}, k, q^{(k-1) m}\right]_{q^{m}}$ simplex code in the Hamming metric.

Lemma 4.22 shows how the fundamental parameters of a nondegenerate $[n, k, d]_{q^{m} / q}$ rank-
metric code $\mathcal{C}$ relate to those of an associated Hamming-metric code $\mathcal{C}^{\mathrm{H}}$. The connection can be made even more precise. For example, we can say how the weight distributions of the two codes relate to each other.

Theorem 4.26. Let $\mathcal{C}$ be a nondegenerate $[n, k, d]_{q^{m} / q}$ rank-metric code with rank-weight distribution $\left\{A_{i}^{\mathrm{rk}}(\mathcal{C})\right\}_{i}$. Then the Hamming-weight distribution of $\mathcal{C}^{\mathrm{H}}$ is $\left\{A_{j}^{\mathrm{H}}\left(\mathcal{C}^{\mathrm{H}}\right)\right\}_{j}$ with

$$
A_{j}^{\mathrm{H}}\left(\mathcal{C}^{\mathrm{H}}\right)= \begin{cases}A_{i}^{\mathrm{rk}}(\mathcal{C}) & \text { if } j=\frac{q^{n}-q^{n-i}}{q-1} \\ 0 & \text { otherwise }\end{cases}
$$

Proof. Let $G$ be a generator matrix for $\mathcal{C}$ and denote by $\mathcal{U}$ the $\mathbb{F}_{q}$-span of its columns. Let $G_{\text {Ext }}$ be a generator matrix for $\mathcal{C}^{\mathrm{H}}$ whose columns are the elements of the multiset ( $L_{\mathcal{U}}, e_{\mathcal{U}}$ ). Doing the same computations as in Lemma 4.22 we obtain that, for every $u \in \mathbb{F}_{q^{m}}^{k} \backslash\{0\}$,

$$
\begin{equation*}
\mathrm{wt}^{\mathrm{H}}\left(u G_{\mathrm{Ext}}\right)=\frac{q^{n}-1}{q-1}-\sum_{P \in \operatorname{PG}\left(H_{u}, \mathbb{F}_{q^{m}}\right)} \frac{q^{\mathrm{wt}}(P)-1}{q-1}=\frac{q^{n}-q^{n-\mathrm{rk}(u G)}}{q-1}, \tag{4.10}
\end{equation*}
$$

where $H_{u}:=\langle u\rangle^{\perp}$.
Remark 4.27. While the connection between the dual of a code $\mathcal{C}$ and the dual of $\mathcal{C}^{\mathrm{H}}$ seems to be difficult to describe explicitly, we remark that their weight distributions (in the rank and Hamming metric, respectively) are linked via the theory of MacWilliams identities; see [109] for a general reference. More precisely, the Hamming weight distribution of $\left(\mathcal{C}^{\mathrm{H}}\right)^{\perp}$ can be written in terms of the Hamming weight distribution of $\mathcal{C}^{\mathrm{H}}$. By Theorem 4.26, the latter can be written in terms of the rank weight distribution of $\mathcal{C}$ which, in turn, can be expressed in terms of the rank weight distribution of $\mathcal{C}^{\perp}$.

Remark 4.28. Theorem 4.26 generalizes various known results on Hamming-metric codes obtained from linear sets. This is the case of the two-weight Hamming-metric codes arising from maximum scattered linear sets found by Blokhuis and Lavrauw in [40, Section 5], and of the Hamming-metric codes with $h+1$ weights recently presented by Zini and Zullo in [164, Theorem 7.1].

Finally, one can also prove the following result connecting the generalized weights of $\mathcal{C}$ and $\mathcal{C}^{\mathrm{H}}$ (in the respective metrics).

Theorem 4.29. Let $\mathcal{C}$ be a nondegenerate $[n, k, d]_{q^{m} / q}$ rank-metric code with generalized rankweights $\left\{d_{i}(\mathcal{C})\right\}_{i}$. Then the generalized Hamming-weights of $\mathcal{C}^{\mathrm{H}}$ are given by $\left\{d_{i}^{\mathrm{H}}\left(\mathcal{C}^{\mathrm{H}}\right)\right\}_{i}$, where

$$
d_{i}^{\mathrm{H}}\left(\mathcal{C}^{\mathrm{H}}\right)=\frac{q^{n}-q^{n-d_{i}(\mathcal{C})}}{q-1} .
$$

### 4.2.3 The Total Weight of a Rank-Metric Code

In this subsection we continue comparing codes in the rank and in the Hamming metric. Our focus is on the rank-metric analogue of the total weight. It is well-known that the latter only depends on the field size and on the code's dimension and effective length. More precisely, if $\mathcal{C} \subseteq \mathbb{F}_{q}^{n}$ is a Hamming-nondegenerate code, then

$$
\begin{equation*}
\sum_{v \in \mathcal{C}} \mathrm{wt}^{\mathrm{H}}(v)=n\left(q^{k}-q^{k-1}\right) . \tag{4.11}
\end{equation*}
$$

This simple result, which has numerous applications in classical coding theory (for example, a simple proof of the Plotkin bound for linear codes), does not have an immediate analogue in the rank metric. Indeed, it is easy to find examples of rank-nondegenerate codes having the same parameters ( $q, m, n, k$ ) but for which the quantity $\sum_{v \in \mathcal{C}} \operatorname{rk}(v)$ is not a constant.

In this section, we argue that, in the "total weight" context, a convenient analogue of $\mathrm{wt}{ }^{\mathrm{H}}(v)$ is $q^{n-\mathrm{rk}(v)}$. We start by recalling the following $q$-analogue of the Pless identities; see [88].

Notation 4.30. For a prime power $q$ and integers $n, m, k, j, r$, let

$$
f_{q}(n, m, k, j, r):=\sum_{\nu=j}^{r} q^{m(k-\nu)}\binom{n-j}{\nu-j}_{q}\binom{r}{\nu}_{q} \prod_{\ell=0}^{\nu-1}\left(q^{\nu}-q^{\ell}\right) .
$$

Theorem 4.31 (Theorem 30 of $[60]$ ). Let $\mathcal{C}$ be an $[n, k, d]_{q^{m} / q}$ code. Then for all $0 \leq r \leq n$ we have

$$
\sum_{v \in \mathcal{C}} q^{r(n-\mathrm{rk}(v))}=\sum_{j=0}^{r} A_{j}\left(\mathcal{C}^{\perp}\right) f_{q}(n, m, k, j, r)
$$

In analogy with Remark 4.27, we observe that a different statement of Pless-type identities can in principle be obtained by combining the correspondence $\mathcal{C} \rightarrow \mathcal{C}^{\mathrm{H}}$ with the classical Pless identities for Hamming-metric codes. For the purposes of this section, Theorem 4.31 is what we will need.

In this thesis, we are not only interested in the $q$-analogue of the total weight of a code, but also in other related quantities. In order to unify their treatment, it is convenient to regard the Hamming/rank weight of the nonzero elements of a code as a discrete random variable, which we simply denote by $\mathcal{C}^{*}, \mathbb{E}^{\mathrm{rk}}$ and $\mathrm{Var}^{\mathrm{rk}}$ for the mean and variance of (a function of) $\mathcal{C}^{*}$, viewed as a random variable in the sense explained above.

In the sequel, we call a code $\mathcal{C} \subseteq \mathbb{F}_{q^{m}}^{n}$ rank-2-nondegenerate if $d\left(\mathcal{C}^{\perp}\right) \geq 3$. Codes with this property are the rank-metric analogues of projective codes in the Hamming metric; see page 68. The previous theorem has the following simple consequences.

Corollary 4.32. Let $\mathcal{C}$ be an $[n, k, d]_{q^{m} / q}$ code. If $\mathcal{C}$ is rank-nondegenerate, then

$$
\begin{aligned}
\mathbb{E}^{\mathrm{rk}}\left[q^{n-\mathcal{C}^{*}}\right] & =\frac{-q^{n}+q^{m k}+q^{m(k-1)}\left(q^{n}-1\right)}{q^{m k}-1} \\
\operatorname{Var}^{\mathrm{rk}}\left[q^{n-\mathcal{C}^{*}}\right] & \geq \frac{-q^{2 n}+f_{q}(n, m, k, 0,2)}{q^{m k}-1}-\mathbb{E}^{\mathrm{rk}}\left[q^{n-\mathcal{C}^{*}}\right]^{2}
\end{aligned}
$$

where the latter lower bound is attained with equality if and only if $\mathcal{C}$ is rank-2-nondegenerate.
Corollary 4.32 establishes the rank-metric analogue of the formula for the total weight of a Hamming-metric code in (4.11). It also shows that, for a rank-2-nondegenerate code $\mathcal{C}$, the variance of the random variable $q^{n-\mathcal{C}^{*}}$ only depends on a few code's parameters. While the formulas in Corollary 4.32 are quite involved and not immediate to interpret, their asymptotics as $q \rightarrow+\infty$ can be explicitly computed. The estimates describe how the variance behaves over large fields.

Proposition 4.33. Let $\mathcal{C}$ be an $[n, k, d]_{q^{m} / q}$ code. If $\mathcal{C}$ is rank-nondegenerate then $n \leq k m$ and, as $q \rightarrow+\infty$,

$$
\mathbb{E}^{\mathrm{rk}}\left[q^{n-\mathcal{C}^{*}}\right] \sim \begin{cases}1 & \text { if } n \leq m-1 \\ q^{n-m} & \text { if } m+1 \leq n \leq k m \\ 2 & \text { if } n=m\end{cases}
$$

If in addition $\mathcal{C}$ is rank-2-nondegenerate, then $n \leq m k / 2$ and for $k \geq 3$ and $q \rightarrow+\infty$ we have

$$
\operatorname{Var}^{\mathrm{rk}}\left[q^{n-\mathcal{C}^{*}}\right] \sim \begin{cases}q^{-m+n+1} & \text { if } k \leq n \leq m-2 \text { or } m+2 \leq n \leq m k / 2 \\ 1 & \text { if } n=m-1 \\ q & \text { if } n=m \\ q^{2} & \text { if } n=m+1\end{cases}
$$

Proof. The first part of the statement easily follows from Proposition 4.4 and Corollary 4.32. To prove the second part, we start by applying the rank-metric Singleton bound [63, 74] to $\mathcal{C}^{\perp}$, obtaining $m(n-k) \leq n\left(m-d\left(\mathcal{C}^{\perp}\right)+1\right) \leq n(m-2)$. This implies $n \leq m k / 2$, as desired.

We now turn to the asymptotic estimates. To simplify the notation, write $f_{q}$ instead of $f_{q}(n, m, k, 0,2)$. Lengthy computations show that

$$
f_{q}=q^{m k}+q^{m(k-1)}\left(q^{n}-1\right)(q+1)+q^{m(k-2)+1}\left(q^{n}-1\right)\left(q^{n-1}-1\right) .
$$

Therefore

$$
f_{q}(n, m, k, 0,2) \sim \begin{cases}q^{m k} & \text { if } n \leq m-2 \\ q^{m k+1} & \text { if } n=m \\ q^{m k+2 n-2 m} & \text { if } n \geq m+2 \\ 2 q^{m k} & \text { if } n=m-1 \\ 2 q^{m k+2} & \text { if } n=m+1\end{cases}
$$

From the first part of the statement we also have

$$
\mathbb{E}^{\mathrm{rk}}\left[q^{n-\mathcal{C}^{*}}\right]^{2} \sim \begin{cases}1 & \text { if } n \leq m-1 \\ q^{2 n-2 m} & \text { if } n \geq m+1 \\ 4 & \text { if } n=m\end{cases}
$$

Using $k \geq 3$ (needed in the case $n=m+1$ ), this easily gives the asymptotics of

$$
\operatorname{Var}^{\mathrm{rk}}\left[q^{n-\mathcal{C}^{*}}\right]=\frac{-q^{2 n}+f_{q}(n, m, k, 0,2)}{q^{m k}-1}-\mathbb{E}^{\mathrm{rk}}\left[q^{n-\mathcal{C}^{*}}\right]^{2}
$$

for $n=m-1, n=m$, and $n=m+1$. To compute the asymptotics in the other cases, write

$$
\frac{-q^{2 n}+f_{q}(n, m, k, 0,2)}{q^{m k}-1}-\mathbb{E}^{\mathrm{rk}}\left[q^{n-\mathcal{C}^{*}}\right]^{2}=\frac{A_{q}-B_{q}}{\left(q^{m k}-1\right)^{2}},
$$

where $A_{q}=\left(q^{m k}-1\right)\left(-q^{2 n}+f_{q}\right)$ and $B_{q}=\left(-q^{n}+q^{m k}+q^{m(k-1)}\left(q^{n}-1\right)\right)^{2}$.
If $n \leq m-2$ then $f_{q} \sim q^{m k}+q^{m(k-1)+n+1}$. Therefore $A_{q} \sim q^{2 m k}+q^{m(2 k-1)+n+1}$ and $B_{q} \sim-q^{2 m k}+2 q^{m(2 k-1)+n}$, from which the desired asymptotic estimate follows.

If $m+2 \leq n \leq m k / 2$, then $m+2 \leq n \leq m(k-1)$, because $k \geq 3$. We then have $f_{q} \sim q^{m(k-2)+2 n}+q^{m(k-1)+n+1}$ and thus $A_{q} \sim q^{m(2 k-2)+2 n}+q^{m(2 k-1)+n+1}, B_{q} \sim q^{2 m(k-1)+2 n}+$ $2 q^{m(2 k-1)+n}$. This again implies the desired asymptotic estimate.

### 4.3 Minimal Rank-Metric Codes: Geometry and Properties

The next two sections are devoted to the theory of minimal codes in the rank metric. In this first section we propose a definition of minimal and establish a 1-1 correspondence between $[n, k]_{q^{m} / q}$ minimal rank-metric codes and certain $[n, k]_{q^{m} / q}$ systems. This allows us to investigate the main properties of this new family of codes.

Definition 4.34. Let $\mathcal{C}$ be an $[n, k]_{q^{m} / q}$ code. A codeword $v \in \mathcal{C}$ is a minimal codeword if, for every $v^{\prime} \in \mathcal{C}, \sigma^{\mathrm{rk}}\left(v^{\prime}\right) \subseteq \sigma^{\mathrm{rk}}(v)$ implies $v^{\prime}=\alpha v$ for some $\alpha \in \mathbb{F}_{q^{m}}$. We say that $\mathcal{C}$ is minimal
if all its codewords are minimal.
Lemma 4.35. Let $v \in \mathbb{F}_{q^{m}}^{n}$. The following hold.

1. There exists $A \in \mathrm{GL}_{n}(q)$ such that $\sigma^{\mathrm{rk}}(v A)=\left\langle e_{i}: i \in \sigma^{\mathrm{H}}(v A)\right\rangle$.
2. Let $I \subseteq\{1, \ldots, n\}$. Then, $\sigma^{\mathrm{rk}}(v) \subseteq\left\langle e_{i}: i \in I\right\rangle$ if and only if $I \supseteq \sigma^{\mathrm{H}}(v)$. In particular,

$$
\sigma^{\mathrm{H}}(v)=\arg \min \left\{|I|: \sigma^{\mathrm{rk}}(v) \subseteq \mathcal{E}_{I}\right\}
$$

where $\mathcal{E}_{I}:=\left\langle e_{i}: i \in I\right\rangle$ and $\sigma^{\mathrm{rk}}(v) \subseteq\left\langle e_{i}: i \in \sigma^{\mathrm{H}}(v)\right\rangle$.
Proof. 1. Let $r=\operatorname{dim}\left(\sigma^{\mathrm{rk}}(v)\right)$. By Proposition 2.11, there exist a matrix $A$ and a basis $\Gamma$ of $\mathbb{F}_{q^{m}} / \mathbb{F}_{q}$, such that $\Gamma(v A)$ is in Smith normal form. Hence, $\sigma^{\mathrm{H}}(v A)=\{1, \ldots, r\}$ and $\sigma^{\mathrm{rk}}(v A)=\left\langle e_{i}: i \in\{1, \ldots, r\}\right\rangle$.
2. Let $I=\sigma^{\mathrm{H}}(v)$ and fix any basis $\Gamma$ of $\mathbb{F}_{q^{m}} / \mathbb{F}_{q}$. The rows indexed by $\{1, \ldots, n\} \backslash I$ in $\Gamma(v)$ are identically zero. Hence, $\sigma^{\mathrm{rk}}(v) \subseteq\left\langle e_{i}: i \in I\right\rangle$. Vice versa, assume that there exists $t \in \sigma^{\mathrm{H}}(v) \backslash I$. Fix any basis $\Gamma$ of $\mathbb{F}_{q^{m}} / \mathbb{F}_{q}$. Since $t \in \sigma^{\mathrm{H}}(v)$, there exists $j \in\{1, \ldots, m\}$ such that $\Gamma\left(v_{t}\right)_{j} \neq 0$. Hence, the vector $a=\left(\Gamma\left(v_{1}\right)_{j}, \ldots, \Gamma\left(v_{n}\right)_{j}\right)$ belongs to $\sigma^{\mathrm{rk}}(v)$ and has a nonzero entry in the $t$-th coordinate. Thus, $\sigma^{\mathrm{rk}}(v) \nsubseteq\left\langle e_{i}: i \in I\right\rangle$. The second statement immediately follows.

### 4.3.1 Linear Cutting Blocking Sets and the Parameters of Minimal Codes

In this subsection we give a geometric characterization of minimal codes in the rank metric. This will allow us to derive bounds on their parameters.

We start with the $q$-analogue of the notion of a cutting blocking set.
Definition 4.36. A $[n, k]_{q^{m} / q}$ system $\mathcal{U}$ is called a linear cutting blocking set if for any $\mathbb{F}_{q^{m}}$-hyperplanes $H, H^{\prime} \subseteq \mathbb{F}_{q^{m}}^{k}$ we have $(\mathcal{U} \cap H) \subseteq\left(\mathcal{U} \cap H^{\prime}\right)$ implies $H=H^{\prime}$. We will say that that $\mathcal{U}$ is a linear cutting $[n, k]_{q^{m} / q}$ blocking set to emphasize the parameters.

While the term "linear cutting blocking set" might seem not fully consistent with the terminology used so far (since such an object is not a linear set), one can verify that an $[n, k]_{q^{m} / q}$ system $\mathcal{U}$ is a linear cutting blocking set if and only if its associated linear set $L_{\mathcal{U}}$ is a cutting blocking set in $\mathrm{PG}\left(k-1, q^{m}\right)$. The proof of this fact can be found in Section 4.3.2; see Theorem 4.46. This explains the choice of the terminology.

We will need the following characterization of linear cutting blocking sets.
Proposition 4.37. A $[n, k]_{q^{m} / q}$ system $\mathcal{U}$ is a linear cutting blocking set if and only if for every $\mathbb{F}_{q^{m}}$-hyperplane $H$ we have $\langle H \cap \mathcal{U}\rangle_{\mathbb{F}_{q^{m}}}=H$.

Proof. $(\Leftarrow)$ Let $H, H^{\prime}$ be two $\mathbb{F}_{q^{m}}$-hyperplanes of $\mathbb{F}_{q^{m}}^{k}$ such that $(\mathcal{U} \cap H) \subseteq\left(\mathcal{U} \cap H^{\prime}\right)$. Hence, $H=\langle H \cap \mathcal{U}\rangle_{\mathbb{F}_{q^{m}}} \subseteq\left\langle H^{\prime} \cap \mathcal{U}\right\rangle_{\mathbb{F}_{q^{m}}}=H^{\prime}$. Since $H$ and $H^{\prime}$ are both hyperplanes, they have to be equal.
$(\Rightarrow)$ Suppose by contradiction that there exists an $\mathbb{F}_{q^{m}}$-hyperplane $H$ of $\mathbb{F}_{q^{m}}^{k}$ such that $\langle H \cap$ $\mathcal{U}\rangle_{\mathbb{F}_{q^{m}}}=X \subsetneq H$. Then, for every hyperplane $H^{\prime} \supset X$ we have $(\mathcal{U} \cap H) \subseteq\left(\mathcal{U} \cap H^{\prime}\right)$. Since there are at least $q^{m}$ such hyperplanes different from $H$, we obtain that $\mathcal{U}$ is not a linear cutting blocking set.

Corollary 4.38. If $\mathcal{U}$ is a linear cutting $[n, k]_{q^{m} / q}$ blocking set, then for every $\mathbb{F}_{q^{m}}$-hyperplane $H$ of $\mathbb{F}_{q^{m}}^{k}$ we have $|H \cap \mathcal{U}| \geq q^{k-1}$.

Proof. Let $t:=\operatorname{dim}_{\mathbb{F}_{q}}(H \cap \mathcal{U})$. Then an $\mathbb{F}_{q}$-basis for $H \cap \mathcal{U}$ is also a set of $\mathbb{F}_{q^{m} \text {-generators for }}$ $\langle H \cap \mathcal{U}\rangle_{\mathbb{F}_{q^{m}}}$. Hence, since $\mathcal{U}$ is a linear cutting blocking set, by Proposition 4.37 we have

$$
m(k-1)=\operatorname{dim}_{\mathbb{F}_{q}}\left(\langle H \cap \mathcal{U}\rangle_{\mathbb{F}_{q^{m}}}\right) \leq m t,
$$

which shows that $t \geq k-1$.
The geometric description of minimal rank-metric codes via linear cutting blocking sets relies on the following characterization of the inclusion of rank supports.

Theorem 4.39. Let $G$ be a generator matrix for a nondegenerate $[n, k]_{q^{m} / q}$ code, $\mathcal{U}$ be the corresponding $[n, k]_{q^{m} / q}$ system and $u, v \in \mathbb{F}_{q^{m}}^{k} \backslash\{0\}$. Then,

$$
\sigma^{\mathrm{rk}}(u G) \subseteq \sigma^{\mathrm{rk}}(v G) \quad \text { if and only if } \quad\left(\langle u\rangle^{\perp} \cap \mathcal{U}\right) \supseteq\left(\langle v\rangle^{\perp} \cap \mathcal{U}\right)
$$

Proof. $(\Leftarrow)$ Let $x_{1}, \ldots, x_{t}$ be an $\mathbb{F}_{q}$-basis of the space $X:=\left(\langle v\rangle^{\perp} \cap \mathcal{U}\right)$. Let $A \in \mathrm{GL}_{n}(q)$ be such that

$$
G A=\left(x_{1}|\cdots| x_{t} \mid G^{\prime}\right),
$$

where $G^{\prime} \in \mathbb{F}_{q^{m}}^{k \times(n-t)}$. We have $u G A=\left(0, \ldots, 0 \mid u G^{\prime}\right)$ and $v G A=\left(0, \ldots, 0 \mid v G^{\prime}\right)$. Moreover, by (4.5) we have $\operatorname{rk}(v G A)=n-t$ and, by Lemma 4.35, $\sigma^{\mathrm{rk}}(v G A)=\left\langle e_{i}: i=t+1, \ldots, n\right\rangle$ and $\sigma^{\mathrm{rk}}(u G A) \subseteq\left\langle e_{i}: i=t+1, \ldots, n\right\rangle$. This means that $\sigma^{\mathrm{rk}}(u G A) \subseteq \sigma^{\mathrm{rk}}(v G A)$. Finally, Proposition 2.11 implies $\sigma^{\mathrm{rk}}(u G) \subseteq \sigma^{\mathrm{rk}}(v G)$.
$(\Rightarrow)$ Assume now that $\sigma^{\mathrm{rk}}(u G) \subseteq \sigma^{\mathrm{rk}}(v G)$. Let $r:=\operatorname{rk}(v G)$. By the first part of Lemma 4.35 there exists $A \in \mathrm{GL}_{n}(q)$ such that $\sigma^{\mathrm{rk}}(v G A)=\left\langle e_{1}, \ldots, e_{r}\right\rangle$. Hence, $\sigma^{\mathrm{rk}}(u G A) \subseteq \sigma^{\mathrm{rk}}(v G A)=$ $\left\langle e_{1}, \ldots, e_{r}\right\rangle$. Denote by $x_{1}, \ldots, x_{n}$ the columns of $G A$, which also form a basis of $\mathcal{U}$. In this notation we have $\langle v\rangle^{\perp} \cap \mathcal{U}=\left\langle x_{r+1}, \ldots, x_{n}\right\rangle_{\mathbb{F}_{q}}$. Moreover, by the second part of Lemma 4.35 we have $\sigma^{\mathrm{H}}(u G A) \subseteq\{1, \ldots, r\}$. This implies that $x_{i} \in\langle u\rangle^{\perp}$ for $i=r+1, \ldots, n$. Hence, $\left(\langle u\rangle^{\perp} \cap \mathcal{U}\right) \supseteq\left(\langle v\rangle^{\perp} \cap \mathcal{U}\right)$.

By combining Theorem 4.39 and the correspondence stated in Theorem 4.8 we obtain the following.

Corollary 4.40. The correspondence ( $\Phi, \Psi$ ) defined in Section 4.1.1 induces a 1-1 correspondence between minimal rank-metric codes and linear cutting blocking sets.

Corollary 4.40 has several consequences in the theory of minimal codes. The first result we derive concerns the construction of new minimal codes from existing ones.

Corollary 4.41. Let $\mathcal{C}$ be an $[n, k]_{q^{m} / q}$ minimal rank-metric code with generator matrix $G$, and let $v \in \mathbb{F}_{q^{m}}^{k}$. Then the $[n+1, k]_{q^{m} / q}$ code $\overline{\mathcal{C}}=\operatorname{rowsp}\left(G \mid v^{\top}\right)$ is minimal.

Proof. Without loss of generality, we may assume that $\mathcal{C}$ is nondegenerate. Let $\mathcal{U}$ be any $[n, k]_{q^{m} / q}$ system associated to $[\mathcal{C}]$ and let $\overline{\mathcal{U}}=\langle\mathcal{U}, v\rangle_{\mathbb{F}_{q}}$. If $v \in \mathcal{U}$, then by Proposition 4.2 the code $\overline{\mathcal{C}}$ is degenerate and it is equivalent to the code $\{(c \mid 0): c \in \mathcal{C}\}$, which is clearly minimal. Hence, assume that $v \notin \mathcal{U}$. By Proposition 4.2 we have that $\overline{\mathcal{C}}$ is nondegenerate and $\overline{\mathcal{U}}$ is an $[n+1, k]_{q^{m} / q}$ system associated to $\overline{\mathcal{C}}$. Let $H$ be any $\mathbb{F}_{q^{m}}$-hyperplane of $\mathbb{F}_{q^{m}}^{k}$. Then

$$
H \supseteq\langle H \cap \overline{\mathcal{U}}\rangle_{\mathbb{F}_{q^{m}}}=\left\langle H \cap\left(\mathcal{U}+\langle v\rangle_{\mathbb{F}_{q}}\right)\right\rangle_{\mathbb{F}_{q^{m}}} \supseteq\langle H \cap \mathcal{U}\rangle=H,
$$

where the latter equality follows from the fact that, since $\mathcal{C}$ is minimal, $\mathcal{U}$ is a linear cutting blocking set by Theorem 4.40. Therefore $\overline{\mathcal{U}}$ is also a linear cutting blocking set and we conclude using Theorem 4.40 again.

The following two results are also consequences of Corollary 4.40 and provide information about the parameters of a minimal $[n, k]_{q^{m} / q}$ code.

Corollary 4.42. Let $\mathcal{C}$ be a minimal $[n, k]_{q^{m} / q}$ code. Then for every $c \in \mathcal{C}$ we have $\operatorname{rk}(c) \leq$ $\operatorname{dim}_{\mathbb{F}_{q}}\left(\sigma^{\mathrm{rk}}(\mathcal{C})\right)-k+1$. In particular, $w^{\mathrm{rk}}(\mathcal{C}) \leq \operatorname{dim}_{\mathbb{F}_{q}}\left(\sigma^{\mathrm{rk}}(\mathcal{C})\right)-k+1 \leq n-k+1$.

Proof. Let $n^{\prime}=\operatorname{dim}_{\mathbb{F}_{q}}\left(\sigma^{\mathrm{rk}}(\mathcal{C})\right)$ for ease of notation. As observed in Remark 4.3, we can isometrically embed $\mathcal{C}$ in $\mathbb{F}_{q^{m}}^{n^{\prime}}$. Moreover, the resulting code is minimal if and only if $\mathcal{C}$ is minimal. Therefore we can assume without loss of generality that $\mathcal{C}$ is nondegenerate of length $n=\operatorname{dim}_{\mathbb{F}_{q}}\left(\sigma^{\mathrm{rk}}(\mathcal{C})\right)$. Let $\mathcal{U}$ be any $[n, k]_{q^{m} / q}$ system associated to $\mathcal{C}$. By Corollary $4.40, \mathcal{U}$ is a linear cutting blocking set. From the proof of Corollary 4.38 we get that $\operatorname{dim}_{\mathbb{F}_{q}}(H \cap \mathcal{U}) \geq k-1$ for every $\mathbb{F}_{q^{m}}$-hyperplane of $\mathbb{F}_{q^{m}}^{k}$, and we conclude using Lemma 4.7.

Corollary 4.43. If $\mathcal{C}$ is a minimal $[n, k]_{q^{m} / q}$ code with $k \geq 2$, then $n \geq k+m-1$.
Proof. Without loss of generality we shall assume that $\mathcal{C}$ is nondegenerate. Therefore by Proposition 4.11 we have $w^{\mathrm{rk}}(\mathcal{C})=\min \{m, n\}$. Since $k \geq 2$, by Corollary 4.42 we also have $w^{\mathrm{rk}}(\mathcal{C}) \leq$ $n-k+1<n$. Therefore $w^{\mathrm{rk}}(\mathcal{C})=m$ and using again the fact that $w^{\mathrm{rk}}(\mathcal{C}) \leq n-k+1$ we find $n \geq m+k-1$, as desired.
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### 4.3.2 Connections with Hamming-Metric Minimal Codes

It is natural to ask how the notions of minimality in the rank and in the Hamming metric relate to each other. This is the question we address in this subsection. In particular, we prove that a nondegenerate rank-metric code $\mathcal{C}$ is minimal if and only if its associated $\operatorname{code}(\mathrm{s}) \mathcal{C}^{\mathrm{H}}$ is minimal; see Section 4.2.2 for the notation.

The following result shows that minimality in the Hamming metric implies minimality in the rank metric. We propose two proofs, one in coding theory parlance and the other in the language of projective systems.

Proposition 4.44. Let $\mathcal{C}$ be an $[n, k]_{q^{m} / q}$ code with the property of being Hamming-minimal. Then $\mathcal{C}$ is rank-minimal.

Proof. Suppose that $\mathcal{C}$ is not a minimal rank-metric code. Then there exist two codewords $v, v^{\prime}$ that are $\mathbb{F}_{q^{m}}$-linearly independent such that $\sigma^{\mathrm{rk}}(v) \subseteq \sigma^{\mathrm{rk}}\left(v^{\prime}\right)$. By Lemma 4.35, we also have that $\sigma^{\mathrm{H}}\left(v^{\prime}\right)=\arg \min \left\{|I|: \sigma^{\mathrm{rk}}\left(v^{\prime}\right) \subseteq \mathcal{E}_{I}\right\}$, where $\mathcal{E}_{I}:=\left\langle e_{i}: i \in I\right\rangle$. Since $\sigma^{\mathrm{rk}}(v) \subseteq \sigma^{\mathrm{rk}}\left(v^{\prime}\right)$, we have $\sigma^{\mathrm{H}}(v) \subseteq \sigma^{\mathrm{H}}\left(v^{\prime}\right)$, and therefore $\mathcal{C}$ is not Hamming-minimal.

Second proof. Without loss of generality, we may assume that $\mathcal{C}$ is nondegenerate. Let $G$ be a generator matrix for $\mathcal{C}$, and let $\mathcal{B}$ be the basis of the associated $[n, k]_{q^{m} / q}$ system $\mathcal{U}$ formed by the columns of $G$. Then $\mathcal{M}:=\left\{\langle u\rangle_{q^{m}}: u \in \mathcal{B}\right\}$ is a projective $[n, k]_{q^{m}}$ system in $\operatorname{PG}\left(k-1, q^{m}\right)$. By Hamming-minimality and Theorem 3.8, it is a cutting blocking set. Hence $\left\langle\operatorname{PG}\left(H, \mathbb{F}_{q^{m}}\right) \cap \mathcal{M}\right\rangle=$ $\operatorname{PG}\left(H, \mathbb{F}_{q^{m}}\right)$ for every $\mathbb{F}_{q^{m}}$-hyperplane $H$ of $\mathbb{F}_{q^{m}}^{k}$. Let $H$ be an $\mathbb{F}_{q^{m}}$-hyperplane of $\mathbb{F}_{q^{m}}^{k}$ and let

$$
V:=\langle H \cap \mathcal{U}\rangle=\left\langle H \cap\langle\mathcal{B}\rangle_{\mathbb{F}_{q}}\right\rangle .
$$

Then

$$
\mathrm{PG}\left(V, \mathbb{F}_{q^{m}}\right)=\left\langle\mathrm{PG}\left(H, \mathbb{F}_{q^{m}}\right) \cap L_{\mathcal{U}}\right\rangle \supseteq\left\langle\mathrm{PG}\left(H, \mathbb{F}_{q^{m}}\right) \cap \mathcal{M}\right\rangle=\mathrm{PG}\left(H, \mathbb{F}_{q^{m}}\right),
$$

showing that $V=H$, We conclude by applying Proposition 4.37.
Remark 4.45. The converse of Proposition 4.44 is false in general. For example, let $(q, m, n)=$ $(2,3,4)$. Write $\mathbb{F}_{8}=\mathbb{F}_{2}[\alpha]$, where $\alpha^{3}+\alpha+1=0$. The code generated by

$$
G=\left(\begin{array}{cccc}
1 & 0 & 0 & 0 \\
0 & 1 & \alpha & \alpha^{2}
\end{array}\right)
$$

is rank-minimal but not Hamming-minimal. Moreover, the code $\mathcal{C} \cdot A$ is not Hamming-minimal for any $A \in \mathrm{GL}_{3}(2)$. Indeed, if this was the case, then there would exist a Hamming-minimal $[4,2]_{8}$ code, which contradicts [7, Theorem 2.14].

The previous results and examples show that minimality in the rank and in the Hamming metric gives rise to very different concepts. We now show that the correspondence $\mathcal{C} \rightarrow \mathcal{C}^{\mathrm{H}}$ is more natural in this context, as it translates rank-minimality precisely into Hamming-minimality.

Theorem 4.46. Let $\mathcal{C}$ be a nondegenerate $[n, k, d]_{q^{m} / q}$ rank-metric code. Then $\mathcal{C}$ is minimal if and only if $\mathcal{C}^{\mathrm{H}}$ is Hamming-minimal.

Proof. By Corollary 4.40, $\mathcal{C}$ is minimal if and only if any $[n, k]_{q^{m} / q}$ system $\mathcal{U}$ associated with $\mathcal{C}$ is a linear cutting blocking set. Now, consider the linear set $L_{\mathcal{U}}$. We show that $\mathcal{U}$ is a linear cutting blocking set if and only if $L_{\mathcal{U}}$ is a cutting blocking set in $\mathrm{PG}\left(k-1, q^{m}\right)$. Let $H$ be an $\mathbb{F}_{q^{m}}$-hyperplane of $\mathbb{F}_{q^{m}}^{k}$, then $L_{\mathcal{U}} \cap \operatorname{PG}\left(H, \mathbb{F}_{q^{m}}\right)=L_{\mathcal{U}} \cap L_{H}=L_{\mathcal{U} \cap H}$, and hence

$$
\left\langle L_{\mathcal{U}} \cap \operatorname{PG}\left(H, \mathbb{F}_{q^{m}}\right)\right\rangle=\left\langle L_{\mathcal{U}} \cap L_{H}\right\rangle=\left\langle L_{\mathcal{U} \cap H}\right\rangle .
$$

Moreover, for every subset $S \subseteq \mathbb{F}_{q^{m}}^{k}$, one has $L_{\langle S\rangle_{\mathrm{F}_{q^{m}}}}=\left\langle L_{S}\right\rangle$. This implies that $L_{\mathcal{U}}$ is a cutting blocking set in $\operatorname{PG}\left(k-1, q^{m}\right)$ if and only if for every $\mathbb{F}_{q^{m}}$-hyperplane $H$ of $\mathbb{F}_{q^{m}}^{k}$ we have $L_{\langle\mathcal{U} \cap H\rangle_{\mathbb{F}^{m}}}=L_{H}$. Since $H$ and $\langle\mathcal{U} \cap H\rangle_{\mathbb{F}_{q^{m}}}$ are both $\mathbb{F}_{q^{m}}$-linear, the linear set that they define coincide with the respective projective subspaces. Therefore $L_{\mathcal{U}}$ is a cutting blocking set in $\operatorname{PG}\left(k-1, q^{m}\right)$ if and only if $\langle H \cap \mathcal{U}\rangle_{\mathbb{F}_{q^{m}}}=H$ for every $\mathbb{F}_{q^{m}}$-hyperplane $H$ in $\mathbb{F}_{q^{m}}^{k}$, as claimed. We conclude using Theorem 3.8 - which states that a linear code is Hamming-minimal if and only if the associated projective system is a cutting blocking set - and observing that, by definition, $L_{\mathcal{U}}$ is the projective system associated to $\mathcal{C}^{\mathrm{H}}$.

Theorem 4.46 allows us to transfer results known for minimal codes in the Hamming metric to the rank metric setting. For example, the following is the rank-metric analogue of the characterization in (3.1).

Theorem 4.47. Let $\mathcal{C}$ be an $[n, k]_{q^{m} / q}$ code. Then $\mathcal{C}$ is minimal if and only if
for all linearly independent $c, c^{\prime} \in \mathcal{C}$.
Proof. By Theorem 4.46, $\mathcal{C}$ is rank-minimal if and only if any associated-Hamming metric code $\mathcal{C}^{\mathrm{H}}$ is Hamming-minimal. We can now conclude by using (3.1) and (4.10).

Remark 4.48. It is natural to ask if the best known criterion for Hamming-minimality, namely the Ashikhmin-Barg condition of [19, Lemma 2.1], can be transferred to the rank-metric context. The mentioned result states that every $[n, k, d]_{q^{m}}$ code satisfying $w_{\max }\left(q^{m}-1\right)<q^{m} d$ is Hamming-minimal, where $w_{\max }$ denotes the maximum Hamming weight of a codeword.

One may naturally try to use the Ashikhmin-Barg condition together with Theorem 4.46 and Theorem 4.26 to obtain a sufficient condition rank-minimality. This can be done as follows.

Let $\mathcal{C}$ be a nondegenerate $[n, k, d]_{q^{m} / q}$ code. By Corollary 4.43 , we may assume without loss of generality that $n \geq m$. By Proposition 4.11, the maximum rank of a codeword in $\mathcal{C}$ is $m$. Now consider the associated Hamming-metric code $\mathcal{C}^{\mathrm{H}}$. Using Theorem 4.26 we see that the
minimum distance of $\mathcal{C}^{\mathrm{H}}$ is $\left(q^{n}-q^{n-d}\right)(q-1)^{-1}$ and that the maximum Hamming weight of a codeword in $\mathcal{C}^{\mathrm{H}}$ is $\left(q^{n}-q^{n-m}\right)(q-1)^{-1}$. Therefore imposing the Ashikhmin-Barg condition yields the following: A nondegenerate $[n, k, d]_{q^{m} / q}$ code is rank-minimal if

$$
\begin{equation*}
\left(q^{n}-q^{n-m}\right)\left(q^{m}-1\right)<q^{m}\left(q^{n}-q^{n-d}\right) . \tag{4.12}
\end{equation*}
$$

However, it is not difficult to see that (4.12) is only satisfied when $d=m$, that is, when $\mathcal{C}$ is the $[k m, k, m]_{q^{m} / q}$ simplex code; see Proposition 4.17. In other words, the rank metric analogue of the Ashikhmin-Barg condition is trivial.

### 4.4 Minimal Rank-Metric Codes: Existence and Constructions

In this second section on minimal rank-metric codes we turn to their existence and constructions. In particular, in the light of the geometric characterization of Corollary 4.40 and of the lower bound of Corollary 4.43, we investigate the existence of short minimal codes. We start by showing some simple examples of minimal codes. Then we construct a family of 3 -dimensional minimal codes using scattered linear sets, and establish the existence of minimal rank-metric codes for all $n \geq 2 k+m-2$ using a counting argument. The last part of this section is devoted to a new parameter of rank-metric codes, which we call the linearity index and use to investigate further the structure of minimal codes.

### 4.4.1 First Examples of Minimal Rank-Metric Codes

A natural question is whether a simplex rank-metric code is minimal or not. Indeed, in the Hamming-metric simplex codes are among the simplest and best known minimal codes.

Theorem 4.49. Let $\mathcal{C}$ be a $[k m, k, m]_{q^{m} / q}$ simplex rank-metric code. Then $\mathcal{C}$ is minimal.
Proof. By the definition, any $[k m, k]_{q^{m} / q}$ system associated to $\mathcal{C}$ is $\mathbb{F}_{q^{m}}^{k}$; see Proposition 4.17. The latter is clearly a linear cutting blocking set, since $H \cap \mathbb{F}_{q^{m}}^{k}=H$ for each $\mathbb{F}_{q^{m}}$-hyperplane $H$ of $\mathbb{F}_{q^{m}}^{k}$.

The following criterion is a sufficiency result to have a minimal rank-metric code.
Proposition 4.50. Let $\mathcal{C}$ be a nondegenerate $[n, k]_{q^{m} / q}$ code with $n \geq(k-1) m+1$. Then $\mathcal{C}$ is minimal.

Proof. Let $\mathcal{U}$ be any $[n, k]_{q^{m} / q}$ system corresponding to $\mathcal{C}$ (up to equivalence) and let $H$ be an $\mathbb{F}_{q^{m}}$-hyperplane of $\mathbb{F}_{q^{m}}^{k}$. By Proposition 4.37, we need to show that $\langle H \cap \mathcal{U}\rangle_{\mathbb{F}_{q^{m}}}=H$. Since $H$
is also an $\mathbb{F}_{q}$-space, we can compute the $\mathbb{F}_{q^{-}}$-dimension of $H \cap \mathcal{U}$ as follows:

$$
\begin{aligned}
\operatorname{dim}_{\mathbb{F}_{q}}(H \cap \mathcal{U}) & =\operatorname{dim}_{\mathbb{F}_{q}}(H)+\operatorname{dim}_{\mathbb{F}_{q}}(\mathcal{U})-\operatorname{dim}_{\mathbb{F}_{q}}(H+\mathcal{U}) \\
& =(k-1) m+n-\operatorname{dim}_{\mathbb{F}_{q}}(H+\mathcal{U}) \\
& \geq(k-1) m+(k-1) m+1-k m \\
& =(k-2) m+1
\end{aligned}
$$

 contained in $H$, it has to be equal to $H$.

Proposition 4.50 shows that every nondegenerate $[n, 2]_{q^{m} / q}$ code with $n=m+1$ is minimal. This means that the bound of Corollary 4.43 is sharp for $k=2$. It is natural to ask if the bound is sharp for other values of $k$. We will show in Section 4.4 .2 that this happens also for $k=3$.

### 4.4.2 Three-Dimensional Minimal Rank-Metric Codes

In this section we study minimal $[n, 3]_{q^{m} / q}$ codes. In particular we prove that they exist for every $n \geq m+2$ under the assumption that $m \geq 4$. This also implies that for $k=3$ and $m \geq 4$ the bound of Corollary 4.43 is sharp.

The first result that we provide links the existence of scattered linear sets with 3-dimensional minimal rank-metric codes.

Theorem 4.51. Let $\mathcal{C}$ be a nondegenerate $[n, 3]_{q^{m} / q}$ code with $n \geq m+2$ and let $\mathcal{U}$ be any $[n, 3]_{q^{m} / q}$ system corresponding to $\mathcal{C}$. If $L_{\mathcal{U}}$ is a scattered linear set, then $\mathcal{C}$ is a minimal rankmetric code.

Proof. Let $\mathcal{C}^{\mathrm{H}} \in\left(\Psi^{\mathrm{H}} \circ \operatorname{Ext}^{\mathrm{H}} \circ \Phi\right)([\mathcal{C}])$ be any Hamming-metric code associated with $\mathcal{C}$. By Theorem $4.46, \mathcal{C}$ is rank-minimal if and only if $\mathcal{C}^{\mathrm{H}}$ is Hamming-minimal, which is in turn equivalent to the fact that $L_{\mathcal{U}}$ is a cutting blocking set in $\operatorname{PG}\left(2, q^{m}\right)$. Consider now the multiplicity function associated to $L_{\mathcal{U}}$ in the projective $\left[\frac{q^{n}-1}{q-1}, k\right]_{q^{m}}$ system $\operatorname{Ext}^{\mathrm{H}}(\mathcal{U})$. Since $L_{\mathcal{U}}$ is scattered, this means that every point of $L_{\mathcal{U}}$ has multiplicity 1 . Let $G$ be any generator matrix of $\mathcal{C}^{\mathrm{H}}$, and let $v \in \mathbb{F}_{q^{m}}^{3} \backslash\{0\}$. Since by Proposition 4.11 the maximum rank of a codeword in $\mathcal{C}$ is $m$, using Theorem 4.26 we get

$$
\mathrm{wt}^{\mathrm{H}}(v G) \leq \frac{q^{n}-q^{n-m}}{q-1}
$$

Thus,

$$
\left|L_{\mathcal{U}} \cap\langle v\rangle^{\perp}\right|=\frac{q^{n}-1}{q-1}-\mathrm{wt}^{\mathrm{H}}(v G) \geq \frac{q^{n-m}-1}{q-1} \geq q+1
$$

In particular, $L_{\mathcal{U}}$ is a $(q+1)$-fold blocking set, and in $\operatorname{PG}\left(2, q^{m}\right)$ this also implies that $L_{\mathcal{U}}$ is cutting.

Thanks to Theorem 4.51, the existence of certain minimal rank-metric codes reduces to the existence of certain scattered linear sets. There is a well known upper bound on the parameters of these objects, due to Blokhuis and Lavrauw; see [40]. If $\mathcal{U}$ is a $[n, k]_{q^{m} / q}$ system such that $L_{\mathcal{U}}$ is scattered, then

$$
\begin{equation*}
n \leq \frac{k m}{2} \tag{4.13}
\end{equation*}
$$

In this context, much progress has been made in the study of maximum scattered linear sets, which are linear sets whose parameters meet the bound in (4.13) with equality. A construction of such linear sets was first provided by Blokhuis and Lavrauw for $k$ even; see [40]. When instead $k$ is odd and $m$ is even, a construction of linear sets meeting (4.13) for infinitely many parameters was given by Bartoli, Giulietti, Marino and Polverino in [30, Theorem 1.2]. The picture was then completed by Csajbók, Marino, Polverino and Zullo; see [56].

Theorem 4.52 (see [56, Theorem 2.4]). Assume that $k m$ is even. Then there exists a $\left[\frac{k m}{2}, k\right]_{q^{m} / q}$ system such that $L_{\mathcal{U}}$ is scattered.

When $k m$ is odd, not much is known yet. One of the few existence results on the maximum rank of a scattered linear set is the following, due to Blokhuis and Lavrauw.

Theorem 4.53 (see [40, Theorem 4.4]). Let $k, m$ be positive integers and $q$ be a prime power. There exists an $[a b, k]_{q^{m} / q}$ system such that $L_{\mathcal{U}}$ is scattered, whenever $a$ divides $k, \operatorname{gcd}(a, m)=1$ and

$$
a b< \begin{cases}\frac{k m-k+3}{2} & \text { if } q=2 \text { and } a=1, \\ \frac{k m-k+a+3}{2} & \text { otherwise } .\end{cases}
$$

In contrast with the most common line of research in the theory of scattered linear set, in this thesis we are primarily interested in short nondegenerate minimal codes, and thus in linear sets with small rank. For this reason, we state the following simple lemma, whose proof is omitted.

Lemma 4.54. Let $\mathcal{U}$ be an $[n, k]_{q^{m} / q}$ system such that $L_{\mathcal{U}}$ is a scattered linear set. If $n>k$, then there exists an $[n-1, k]_{q^{m} / q}$ system $\mathcal{V} \subseteq \mathcal{U}$ such that $L_{\mathcal{V}}$ is scattered.

We conclude this subsection by combining the previous three results with each other. This yields the following existence theorem for 3 -dimensional minimal rank-metric codes.

Theorem 4.55. Suppose that $m \not \equiv 3,5 \bmod 6$ and $m \geq 4$. Then there exists a (nondegenerate) minimal $[m+2,3]_{q^{m} / q}$ code.

Proof. Observe that by Theorem 4.51 it is enough to prove that there exists an $[m+2,3]_{q^{m} / q}$ system $\mathcal{U}$ such that $L_{\mathcal{U}}$ is scattered.

First, assume that $m$ is even. Then, by Theorem 4.52 , we have that there exists a $\left[\frac{3 m}{2}, 3\right]_{q^{m} / q}$ system such that $L_{\mathcal{U}}$ is scattered. Then, since $m+2 \leq \frac{3 m}{2}$ whenever $m \geq 4$, using Lemma 4.54 we obtain the desired $[m+2,3]_{q^{m} / q}$ system.

Now assume that $m$ is odd and $m \not \equiv 0 \bmod 3$. Write $m=3 s+i$. We use Theorem 4.53 with $a=3$ and $b=s+1$, which shows the existence of an $\left[\frac{m+3-i}{2}, 3\right]_{q^{m} / q}$ system $\mathcal{U}$ such that $L_{\mathcal{U}}$ is scattered. If $m \equiv 1 \bmod 3$, we get the desired result.

Remark 4.56. In the remaining cases, finding scattered linear sets of rank $m+2$ in $\mathrm{PG}\left(2, q^{m}\right)$ seems in general a difficult task. For instance, when $m=5$, the existence of a $[7,3]_{q^{5} / q}$ system $\mathcal{U}$ defining a scattered linear set was recently shown in [29, Theorem 5.1], but only in characteristic 2,3 and 5 and under some restriction on the field size.

### 4.4.3 Existence Results for Minimal Rank-Metric Codes

In this subsection we establish a general existence result for minimal rank-metric codes. We prove that minimal rank-metric codes exist for all parameter sets ( $n, m, k$ ) with $m \geq 2$ and $n \geq 2 k+m-2($ and any $q)$. Combining this with previous results, we then give parameter intervals for which nondegenerate minimal codes exist and do not exist.

Lemma 4.57. Let $m, n, k$ be positive integers and suppose $n \geq k \geq 2$. If

$$
\begin{equation*}
\frac{\left(q^{m n}-1\right)\left(q^{m(n-1)}-1\right)}{\left(q^{m k}-1\right)\left(q^{m(k-1)}-1\right)}-\frac{1}{2} \sum_{i=2}^{m} \frac{1}{q^{m}-1}\binom{m}{i} \prod_{q=0}^{i-1}\left(q^{n}-q^{j}\right)\left(\frac{q^{m i}-1}{q^{m}-1}-1\right) \tag{4.14}
\end{equation*}
$$

is positive, then there exists a minimal $[n, k]_{q^{m} / q}$ code.
Proof. We use an argument inspired by the methods of [82] but which is simpler and avoids the graph theory language. Form a set of representatives for the equivalence classes of nonzero vectors in $\mathbb{F}_{q^{m}}^{n}$. Call this set $\mathcal{Q}$ and let

$$
\mathcal{P}=\left\{P=\{x, y\} \subseteq \mathcal{Q}: x \neq y, \sigma^{\mathrm{rk}}(x) \subseteq \sigma^{\mathrm{rk}}(y) \text { or } \sigma^{\mathrm{rk}}(y) \subseteq \sigma^{\mathrm{rk}}(x)\right\} .
$$

The $[n, k]_{q^{m} / q}$ non-minimal codes are the $k$-dimensional subspaces $\mathcal{C} \subseteq \mathbb{F}_{q^{m}}^{n}$ such that $P \subseteq \mathcal{C}$ for some $P \in \mathcal{P}$. Their number is at most

$$
\sum_{P \in \mathcal{P}}\left|\left\{\mathcal{C} \subseteq \mathbb{F}_{q^{m}}^{n}: \mathcal{C} \supseteq P\right\}\right|=|\mathcal{P}|\binom{n-2}{k-2}_{q}
$$

Therefore, the minimal $[n, k]_{q^{m} / q}$ codes are at least

$$
\binom{n}{k}_{q^{m}}-|\mathcal{P}|\binom{n-2}{k-2}_{q^{m}}=\binom{n-2}{k-2}_{q^{m}}\left(\frac{\left(q^{m n}-1\right)\left(q^{m(n-1)}-1\right)}{\left(q^{m k}-1\right)\left(q^{m(k-1)}-1\right)}-|\mathcal{P}|\right) .
$$

In particular, a minimal $[n, k]_{q^{m} / q}$ code exists if

$$
\begin{equation*}
\frac{\left(q^{m n}-1\right)\left(q^{m(n-1)}-1\right)}{\left(q^{m k}-1\right)\left(q^{m(k-1)}-1\right)}-|\mathcal{P}|>0 \tag{4.15}
\end{equation*}
$$

Finally, we count the elements of $\mathcal{P}$ as

$$
\begin{aligned}
2|\mathcal{P}| & =\sum_{i=1}^{m}\left|\left\{(x, y) \in \mathcal{Q}^{2}: x \neq y, \operatorname{rk}(y)=i, \sigma^{\mathrm{rk}}(x) \subseteq \sigma^{\mathrm{rk}}(y)\right\}\right| \\
& =\sum_{i=1}^{m} \sum_{\substack{y \in \mathcal{Q} \\
\mathrm{rk}(y)=i}}\left|\left\{x \in \mathcal{Q}: x \neq y, \sigma^{\mathrm{rk}}(x) \subseteq \sigma^{\mathrm{rk}}(y)\right\}\right| \\
& =\sum_{i=1}^{m} \frac{1}{q^{m}-1}\binom{m}{i}_{q} \prod_{j=0}^{i-1}\left(q^{n}-q^{j}\right)\left(\frac{q^{m i}-1}{q^{m}-1}-1\right) \\
& =\sum_{i=2}^{m} \frac{1}{q^{m}-1}\binom{m}{i}_{q} \prod_{j=0}^{i-1}\left(q^{n}-q^{j}\right)\left(\frac{q^{m i}-1}{q^{m}-1}-1\right)
\end{aligned}
$$

Combining this with (4.15) concludes the proof.
We now give a sufficient condition under which the assumption in Lemma 4.57 is satisfied. This gives us parameter ranges for which minimal codes exist. The next result does not depend on the field size $q$. This behaviour of minimal rank-metric codes is in sharp contrast with analogous results for minimal codes in the Hamming metric; see e.g. [7, Theorem 2.14].

Corollary 4.58. For every $m, k \geq 2$, there exists a minimal $[2 k+m-2, k]_{q^{m} / q}$ code.
Proof. Fix an integer $n \geq k$ and observe that

$$
\frac{\left(q^{m n}-1\right)\left(q^{m(n-1)}-1\right)}{\left(q^{m k}-1\right)\left(q^{m(k-1)}-1\right)} \geq q^{m n+m(n-1)-m k-m(k-1)}=q^{2 m(n-k)}
$$

Therefore the quantity in (4.14) can be bounded from below as follows:

$$
\begin{aligned}
(4.14) & \geq q^{2 m(n-k)}-\frac{1}{2\left(q^{m}-1\right)^{2}} \sum_{i=2}^{m}\binom{m}{i}_{q} \cdot q^{\binom{i}{2}} \cdot\left(q^{m i}-q^{m}\right) \prod_{j=0}^{i-1}\left(q^{n-j}-1\right) \\
& >q^{2 m(n-k)}-\frac{1}{2\left(q^{m}-1\right)^{2}} \sum_{i=2}^{m}\binom{m}{i}_{q} \cdot q^{\binom{i}{2}} \cdot q^{m i} \prod_{j=0}^{i-1} q^{n-j} \\
& =q^{2 m(n-k)}-\frac{1}{2\left(q^{m}-1\right)^{2}} \sum_{i=2}^{m}\binom{m}{i}_{q} \cdot q^{i(m+n)}=: t_{q}(m, n, k) .
\end{aligned}
$$

Define the function

$$
f(q):=\prod_{i=1}^{\infty} \frac{q^{i}}{q^{i}-1} .
$$

In the sequel, we will use the following estimates:

$$
\begin{align*}
\binom{a}{b}_{q}<f(q) q^{b(a-b)}, & \text { for } a, b \in \mathbb{N},  \tag{4.16}\\
q^{e_{1}}+\ldots+q^{e_{r}} \leq \frac{q}{q-1} q^{e_{r}}, & \text { for } e_{i} \in \mathbb{Z}, 0 \leq e_{1}<\ldots<e_{r} . \tag{4.17}
\end{align*}
$$

We have

$$
\begin{align*}
2\left(q^{m}-1\right)^{2} t_{q}(m, n, k) & =2\left(q^{m}-1\right)^{2} q^{2 m(n-k)}-q^{m(m+n)}-\sum_{i=2}^{m-1}\binom{m}{i}_{q} q^{i(m+n)} \\
& \stackrel{(4.16)}{>} 2\left(q^{m}-1\right)^{2} q^{2 m(n-k)}-q^{m(m+n)}-f(q) \sum_{i=2}^{m-1} q^{i(2 m+n-i)} \\
& \stackrel{(4.17)}{>} 2\left(q^{m}-1\right)^{2} q^{2 m(n-k)}-q^{m(m+n)}-\frac{q f(q)}{q-1} q^{(m-1)(m+n-1)} . \\
& >2\left(q^{m}-1\right)^{2} q^{2 m(n-k)}-q^{m(m+n)}-q^{(m-1)(m+n-1)+3} \tag{4.18}
\end{align*}
$$

where the last inequality follows from the fact that $f(q)<4$ for every prime power $q$.
We now specialize the argument to $n=2 k+m-2$, proving that $t_{q}(m, 2 k+m-2, k)>0$ for every $m, k \geq 2$ and prime power $q$. Using (4.18) we find

$$
\begin{aligned}
2\left(q^{m}-1\right)^{2} t_{q}(m, 2 k+m-2, k) & >2\left(q^{m}-1\right)^{2} q^{2 m(m+k-2)}-q^{2 m(m+k-1)}-q^{(m-1)(2 m+2 k-3)+3} \\
& =2\left(q^{m}-1\right)^{2} q^{2 m(m+k-2)}-\left(1+q^{-3 m-2 k+6}\right) q^{2 m(m+k-1)} \\
& \geq 2\left(q^{m}-1\right)^{2} q^{2 m(m+k-2)}-\left(1+q^{-4}\right) q^{2 m(m+k-1)} \\
& =q^{2 m(m+k-2)-4}\left(2\left(q^{m}-1\right)^{2} q^{4}-\left(q^{4}+1\right) q^{2 m}\right)
\end{aligned}
$$

Hence $t_{q}(m, 2 k+m-2, k)>0$ whenever $q^{2 m+4}-4 q^{m+4}-q^{2 m}+2 q^{4} \geq 0$, which holds for every $m \geq 2$ and every prime power $q$. Therefore there exists a minimal $[2 k+m-2, k]_{q^{m} / q}$ code by Lemma 4.57.

Remark 4.59. Fix integers $k, m \geq 2$. Then Corollary 4.43 tells us that for any length value $n<k+m-1$ an $[n, k]_{q^{m} / q}$ minimal code cannot exist, for any field size $q$. On the other hand, by Corollary 4.58 for $n \geq 2 k+m-2$ there exist $[n, k]_{q^{m} / q}$ minimal codes for every field size $q$. Therefore the existence of $[n, k]_{q^{m} / q}$ minimal codes remains in general an open question only for $k+m-1 \leq n \leq 2 k+m-3$.

### 4.4.4 The Linearity Index of a $q$-System

Given an $[n, k]_{q^{m} / q}$ system $\mathcal{U}$, one could be interested in understanding how $\mathcal{U}$ is related to $\mathbb{F}_{q^{m-}}$ subspaces of $\mathbb{F}_{q^{m}}^{k}$ and not only to $\mathbb{F}_{q^{m}}$-hyperplanes. This indeed could reveal some additional information on its parameters and whether it can be a linear cutting blocking set or not. In this
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subsection we define and analyze a new parameter of a projective system and with its aid we generalize the lower bound in Corollary 4.43 for the length of minimal codes.

Let $\mathcal{U}$ be a $[n, k]_{q^{m} / q}$ system. We introduce a measure for the "linearity" of $\mathcal{U}$ over $\mathbb{F}_{q^{m}}$. More precisely, we define the linearity index of $\mathcal{U}$ as

$$
\ell(\mathcal{U})=\max \left\{\operatorname{dim}_{\mathbb{F}_{q^{m}}}(H): H \subseteq \mathbb{F}_{q^{m}}^{k} \text { is an } \mathbb{F}_{q^{m}} \text {-subspace, } H \subseteq \mathcal{U}\right\} .
$$

Observe that the value of $\ell(\mathcal{U})$ is invariant under equivalence of $[n, k]_{q^{m} / q}$ systems. In particular, it is a well-defined structural parameter of the corresponding equivalence class $[\mathcal{U}]$. The following result relates $\ell(\mathcal{U})$ to the generalized rank weight of a code that gives rise to the $q$-system $\mathcal{U}$.

Lemma 4.60. Let $\mathcal{C}$ be a nondegenerate $[n, k]_{q^{m} / q}$ code, and let $\mathcal{U}$ be any corresponding $[n, k]_{q^{m} / q}$ system. Then

$$
\ell(\mathcal{U})=k-\min \left\{r: d_{r}(\mathcal{C})=n-(k-r) m\right\} .
$$

Proof. First of all, note that the set $\left\{r: d_{r}(\mathcal{C})=n-(k-r) m\right\}$ is nonempty, since $d_{k}(\mathcal{C})=n$. By Theorem 4.14,

$$
d_{r}(\mathcal{C})=n-\max \left\{\operatorname{dim}_{\mathbb{F}_{q}}(\mathcal{U} \cap H): H \text { is an } \mathbb{F}_{q^{m}} \text {-subspace of codimension } r \text { in } \mathbb{F}_{q^{m}}^{k}\right\},
$$

which is equal to $n-(k-r) m$ if and only if there exists $H \subseteq \mathbb{F}_{q^{m}}^{k}$ of codimension $r$ contained in $\mathcal{U}$.

Lemma 4.60 shows that the parameter $\ell$ is well-defined in the correspondence of Theorem 4.8. Hence, it is also a well-defined parameter of a nondegenerate code $\mathcal{C}$. Therefore, we will also refer to it as the linearity index of a code $\mathcal{C}$, and denote it by $\ell(\mathcal{C})$.

Lemma 4.61. Let $\mathcal{C}$ be a nondegenerate $[n, k]_{q^{m} / q}$ code with linearity index $\ell$. Then, $d_{i+1}(\mathcal{C})-$ $d_{i}(\mathcal{C})=m$ if and only if $i \geq k-\ell(\mathcal{C})$.

Proof. $(\Leftarrow)$ This implication follows from the definition of $\ell(\mathcal{C})$.
$(\Rightarrow)$ Let $\mathcal{U}$ be any $[n, k]_{q^{m} / q}$ system associated to $\mathcal{C}$. Let $H \subseteq \mathbb{F}_{q^{m}}^{k}$ be a space of codimension $i$ such that $d_{i}(\mathcal{C})=n-\operatorname{dim}_{\mathbb{F}_{q}}(H \cap \mathcal{U})$ and let $t:=\operatorname{dim}_{\mathbb{F}_{q}}(H \cap \mathcal{U})$. Let $\mathcal{V}:=H \cap \mathcal{U}$ and observe that $\left|H^{\prime} \cap(\mathcal{V} \backslash\{0\})\right|=\left(q^{t-m}-1\right)$ for any hyperplane $H^{\prime}$ in $H$. Let $\Lambda$ be the set of all hyperplanes in $H$, then by Lemma 4.6, we have

$$
\sum_{H^{\prime} \in \Lambda}\left|H^{\prime} \cap(\mathcal{V} \backslash\{0\})\right|=\binom{k-i}{1}_{q^{m}}\left(q^{t-m}-1\right) .
$$

Moreover, observe that every nonzero element of $\mathcal{V}$ belongs to exactly $\binom{k-i-1}{1}_{q^{m}}$ hyperplanes in $H$. Hence,

$$
\sum_{H^{\prime} \in \Lambda}\left|H^{\prime} \cap(\mathcal{V} \backslash\{0\})\right|=\sum_{v \in \mathcal{V} \backslash\{0\}}\left|\left\{H^{\prime}: v \in H^{\prime}\right\}\right|=\binom{k-i-1}{1}_{q^{m}}\left(q^{t}-1\right)
$$

By a double counting argument, we then have that

$$
\left(q^{(k-i) m}-1\right)\left(q^{t-m}-1\right)=\left(q^{t}-1\right)\left(q^{(k-i-1) m}-1\right)
$$

By Lemma 4.16, it follows that $t=(k-i) m$. In particular, $\mathcal{V}$ is an $[k m, k]_{q^{m} / q}$ system associated to a simplex code. We conclude then that $H \subseteq \mathcal{V}$ and then $H \subseteq \mathcal{U}$, which implies that $\ell(\mathcal{C}) \geq k-i$.

Proposition 4.62. Let $\mathcal{C}$ be a nondegenerate $[n, k]_{q^{m} / q}$ code. Then

$$
\ell(\mathcal{C}) \geq n-k(m-1) .
$$

Proof. Observe that $\sum_{i=0}^{k-1} d_{i+1}(\mathcal{C})-d_{i}(\mathcal{C})=d_{k}(\mathcal{C})-d_{0}(\mathcal{C})=n$. Moreover, by applying Lemma 4.61, we have that

$$
\begin{aligned}
\sum_{i=0}^{k-1} d_{i+1}(\mathcal{C})-d_{i}(\mathcal{C}) & =\sum_{i=0}^{k-\ell(\mathcal{C})-1} d_{i+1}(\mathcal{C})-d_{i}(\mathcal{C})+\sum_{i=k-\ell(\mathcal{C})}^{k-1} d_{i+1}(\mathcal{C})-d_{i}(\mathcal{C}) \\
& \leq(m-1)(\ell(\mathcal{C})-1)+m \ell(\mathcal{C})=m(k-1)+\ell(\mathcal{C})-m
\end{aligned}
$$

The linearity index of a code can help in characterizing and finding improved bounds on the other parameters of a minimal $[n, k]_{q^{m} / q}$ code.

Lemma 4.63. Let $\mathcal{U}$ be a linear cutting $[n, k]_{q^{m} / q}$ blocking set. Suppose that there exists an $\ell$-dimensional $\mathbb{F}_{q^{m}}$-subspace $T$ of $\mathbb{F}_{q^{m}}^{k}$ such that $T \subseteq \mathcal{U}$. Then $\mathcal{U} / T$ is isomorphic to a linear cutting $[n-\ell m, k-\ell]_{q^{m} / q}$ blocking set.

Proof. By Proposition 4.37, we need to show that for every $\mathbb{F}_{q^{m}}$-hyperplane $\bar{H}$ of $\mathbb{F}_{q^{m}}^{k} / T$ we have $\langle\bar{H} \cap \mathcal{U} / T\rangle_{\mathbb{F}_{q^{m}}}=\bar{H}$. The $\mathbb{F}_{q^{m}}$-hyperplanes of $\mathbb{F}_{q^{m}}^{k} / T$ correspond to the $\mathbb{F}_{q^{m}}$-hyperplanes of $\mathbb{F}_{q^{m}}^{k}$ that contain $T$. Let $\bar{H}$ be an $\mathbb{F}_{q^{m}}$-hyperplane of $\mathbb{F}_{q^{m}}^{k} / T$. Then there exists an $\mathbb{F}_{q^{m}}$-hyperplane $H$ of $\mathbb{F}_{q^{m}}^{k}$ such that $\bar{H}=H / T$. Hence,

$$
\langle\bar{H} \cap \mathcal{U} / T\rangle_{\mathbb{F}_{q^{m}}}=\langle(H \cap \mathcal{U}) / T\rangle_{\mathbb{F}_{q^{m}}}=\langle H \cap \mathcal{U}\rangle_{\mathbb{F}_{q^{m}}} / T=H / T=\bar{H},
$$

where the second last equality follows from the fact that $\mathcal{U}$ is a linear cutting $[n, k]_{q^{m} / q}$ blocking set and by Proposition 4.37.

The following result is a generalization of Corollary 4.43.

Proposition 4.64. Let $\mathcal{U}$ be a linear cutting $[n, k]_{q^{m} / q}$ blocking set and let $\ell$ be its linearity index. If $k-\ell \geq 2$, then

$$
n-k \geq(\ell+1)(m-1) .
$$

In particular, for every $1 \leq r \leq k-\left\lfloor\frac{n-k+1}{m-1}\right\rfloor-1$, we have $d_{r}(\mathcal{C})>n-r m$, where $\mathcal{C}$ is the nondegnerate $[n, k]_{q^{m} / q}$ code associated to $\mathcal{U}$.

Proof. Let $T \subseteq \mathbb{F}_{q^{m}}^{k}$ be an $\ell$-dimensional $\mathbb{F}_{q^{m-s u b s p a c e}}$ contained in $\mathcal{U}$. By Lemma 4.63 we have that $\mathcal{U} / T$ is isomorphic to a linear cutting $[n-\ell m, k-\ell]_{q^{m} / q}$ blocking set. Therefore, by Corollary 4.43, we obtain

$$
n-\ell m \geq k-\ell+m-1
$$

from which we derive the desired inequality.
For the second part, if $\ell$ does not satisfy the above inequality, i.e. if $\ell \geq\left\lfloor\frac{n-k+1}{m-1}\right\rfloor+1$, then $\mathcal{U}$
 $(k-\ell) m$.

Remark 4.65. As a consequence of 4.64 , it can be immediately seen that in order to construct short minimal rank-metric code, one has to try to construct linear cutting blocking sets not containing $\mathbb{F}_{q^{m}}$-subspaces. This is also consistent with the construction of minimal $[m+2,3]_{q^{m} / q}$ codes provided in Section 4.4.2. Indeed, if a $[n, k]_{q^{m} / q}$ system $\mathcal{U}$ contains a $\mathbb{F}_{q^{m}}$-subspace $H$, then in the associated linear set $L_{\mathcal{U}}$ one has wt $\mathcal{U}_{\mathcal{U}}(P)=m$ for every $P \in \operatorname{PG}\left(H, \mathbb{F}_{q^{m}}\right)$. In particular, the associated linear set is far from being scattered.

Proposition 4.64 allows to characterize nondegenerate $[(k-1) m, k]_{q^{m} / q}$ minimal codes.
Corollary 4.66. Let $k \geq 2$ and $\mathcal{C}$ be a nondegenerate $[(k-1) m, k]_{q^{m} / q}$ code with linearity index $\ell=\ell(\mathcal{C})$. The following are equivalent.

1. $\mathcal{C}$ is minimal.
2. $\ell<k-2$.
3. $d_{2}(\mathcal{C})>m$.

Proof. (1) $\Rightarrow$ (2): First observe that $\ell$ can not be equal to $k-1$. Indeed, if $\ell=k-1$, then the code $\mathcal{C}$ is not $k$-dimensional. Hence, $k-\ell \geq 2$ and since $\mathcal{C}$ is minimal, then by Proposition 4.64 it holds

$$
(k-1) m-k+1>(\ell+1)(m-1),
$$

from which we deduce $\ell<k-2$.
$(2) \Rightarrow(1)$ : Suppose $\mathcal{C}$ is not minimal and let $\mathcal{U}$ be any associated $[(k-1) m, k]_{q^{m} / q}$ system. By Proposition 4.37 , there exists an $\mathbb{F}_{q^{m}}$-hyperplane of $\mathbb{F}_{q^{m}}^{k}$ such that $\langle H \cap \mathcal{U}\rangle_{\mathbb{F}_{q^{m}}}=: H^{\prime}$, with
$\operatorname{dim}_{\mathbb{F}_{q^{m}}}\left(H^{\prime}\right) \leq k-2$. Hence, we obtain

$$
\begin{aligned}
(k-2) m & \geq \operatorname{dim}_{\mathbb{F}_{q}}\left(H^{\prime}\right) \geq \operatorname{dim}_{\mathbb{F}_{q}}(H \cap \mathcal{U}) \\
& =\operatorname{dim}_{\mathbb{F}_{q}}(H)+\operatorname{dim}_{\mathbb{F}_{q}}(\mathcal{U})-\operatorname{dim}_{\mathbb{F}_{q}}(\mathcal{U}+H) \\
& \geq(k-1) m+(k-1) m-k m=(k-2) m .
\end{aligned}
$$

Hence, all the inequalities above are equalities and $H^{\prime}=H \cap \mathcal{U}$. This implies that $\mathcal{U}$ contains the $(k-2)$-dimensional $\mathbb{F}_{q^{m}}$-subspace $H^{\prime}$ and $\ell \geq k-2$.
$\underline{(2) \Leftrightarrow(3)}$ : Observe that $\ell \leq k-2$ and $d_{2}(\mathcal{C}) \geq m$. Then, the statement directly follows from Lemma 4.60.

Corollary 4.67. Let $k \geq 3$ be an integer. A nondegenerate $[(k-1) m, k]_{q^{m} / q}$ minimal code exists if and only if $m \geq 3$.

Proof. Suppose that $m \geq 3$ and construct the $[(k-3) m+3(m-1), k]_{q^{m} / q}$ system $\mathcal{U}^{\prime}$ as follows. Take $\mathcal{V}^{\prime}=\left\langle\alpha^{i} e_{j}: 0 \leq i \leq m-2, k-2 \leq j \leq k\right\rangle$, where $\alpha \in \mathbb{F}_{q^{m}}$ is such that $\mathbb{F}_{q}(\alpha)=\mathbb{F}_{q^{m}}$. Then, consider $\mathcal{U}^{\prime}=\left\{(v \mid 0,0,0): v \in \mathbb{F}_{q^{m}}^{k-3}\right\} \oplus \mathcal{V}^{\prime}$. By construction $\ell\left(\mathcal{U}^{\prime}\right)=k-3$. Moreover, since $m \geq 3$ then $(k-3) m+3(m-1) \geq(k-1) m$, and we can take any $(k-1) m$-dimensional $\mathbb{F}_{q}$-subspace $\mathcal{U}$ of $\mathcal{U}^{\prime}$, which has $\ell(\mathcal{U}) \leq k-3$ and by Corollary 4.66 is minimal.

Assume now $m \leq 2$, and let $\mathcal{C}$ be a nondegenerate a $[(k-1) m, k]_{q^{m} / q}$ code. Then by Proposition 4.62, we have $\ell(\mathcal{C}) \geq k-m \geq k-2$. Hence, by Corollary 4.66, $\mathcal{C}$ is not minimal.

## Part II

## Convolutional Codes

## Chapter 5

## Introduction

The main aim of coding theory is that of communication through a noisy channel, i.e., a sender wants to send a message (or a sequence of messages) through a channel that possibly adds random noise to the message. Error-correcting codes acts by adding redundancy to the message, in such a way that with a suitable decoding algorithm, it can be corrected.

Convolutional codes were introduced in 1955 by Peter Elias, in his seminal paper [67]. They can be considered as a generalization of the classical block codes to the polynomial setting.

To stress the difference among these two class of error-correcting codes and motivate the generalization to convolutional codes, consider a linear $[n, k]_{q}$ code $\mathcal{C}$ generated by the matrix $G \in \mathbb{F}_{q}^{k \times n}$. When a sequence of messages $m_{i} \in \mathbb{F}_{q}^{k}$ has to be encoded via $\mathcal{C}$, the transmitted codewords will be $c_{i}=m_{i} G \in \mathbb{F}_{q}^{n}$.

Instead of using the constant matrix $G$ as an encoding map, Elias suggested to use more general polynomial matrices of the form $G(z)$ whose entries turns to be elements of the polynomial ring $\mathbb{F}_{q}[z]$. Formally, a convolutional code can be defined as an $\mathbb{F}_{q}[z]$-module of $\mathbb{F}_{q}[z]^{n}$, generated by the rows of a polynomial matrix $G(z) \in \mathbb{F}_{q}[z]^{k \times n}$. This allows to consider the information as a whole sequence, then split into blocks of equal length, but the encoded block at any given time depends not only on the information block at that time, but also on a fixed number of previous information blocks. This way, different to block codes, a fixed block will not always be encoded into the same codeword, depending on the position of the block in the whole sequence.

In 1967, Massey and Sain pointed out natural connections to automata theory and systems theory; see [113]. For more details on this connections, the interested reader is referred to the survey [133].

In the next years, Forney developed a mathematical theory of convolutional codes, in which they were defined as $k$-dimensional linear subspaces of the $n$-dimensional vector space $\mathbb{F}_{q}((z))^{n}$, where $\mathbb{F}_{q}((z))$ is the field of formal Laurent series; see [71, 70, 73].

Convolutional codes have been extensively implemented in practice with applications in mobile and satellite communication and data streaming. In particular, convolutional codes have been widely investigated over the erasure channel. When considering the erasure channel, which
is the most used channel in multimedia traffic, convolutional codes can correct more errors than block codes. An erasure channel is a communication channel where parts of the information sequence are either received or erased and the decoder always knows where the erased parts occured. The advantage of convolutional codes for this type of channel is their flexibility of grouping the blocks of information in an appropriate way, depending on the erasures location, and then decode the part of the sequence with less erasures or where the distribution of erasures allows a complete correction first.

In this part of the thesis, we focus on what we define algebraic theory of error-correcting codes, that, in other words, is the theory of algebraic constructions of codes which can correct as many errors as possible and that have an efficient decoding algorithm. The parameter of a block code that determines its error correction capability is the minimum distance.

For a convolutional code, there exist different notions of distances. The first one is the free distance, which is the analogue of the Hamming distance for two polynomial vectors. The other notion is the one of column distances, which measures the error-correction capabilities of the code within a given time interval. We will define them regorously in Chapter 6. Convolutional codes whose column distances increase as rapidly as possible for as long as possible are called maximum distance profile (MDP) codes and they have the ability to correct a maximal number of errors per time interval. In [79] an algebraic characterization of MDP convolutional codes over finite fields was given, based on a generator matrix having as structural property the so called left primeness. As MDP convolutional codes have the maximal possible growth in the column distances, they can correct the maximal number of errors in a time interval, and therefore are similar to maximum distance separable (MDS) block codes within windows of fixed size. However, in contrast to the case of MDS block codes, there are very few algebraic constructions of MDP convolutional codes, all based on a characterization provided in [79]. From a practical point of view, it has been recently shown that MDP codes are very appealing for sequential transmission over the erasure channel and low-delay streaming applications; see [20, 69, 110, 153].

Surprisingly, there exist only two general algebraic constructions that yield two wide classes of MDP convolutional codes (see [12] and [79]), but both require unpractical large field sizes. These classes are built using lower triangular Toeplitz superregular matrices, i.e. matrices having the property that the minors that are not trivially zero are nonzero; see [13, 79] for a formal definition and details on the relation between superregular matrices and MDP convolutional codes. Due to the difficulty of deriving general constructions, researchers have been focusing on computer search algorithms for finding MDP convolutional codes with small parameters; see [84, 14, 79, 103, 153].

The aim of this part of the thesis is to to combine the existing literature on convolutional codes with the personal contributions in $[8,11,10]$, in order to provide a complete and original overview on the topic

Organization In Chapter 6, we provide the background needed for the understanding of this part of the thesis. Chapter 7 is based on the publication [8], by Alfarano and Lieb. We show that if $H(z)$ is a parity-check matrix (resp. $G(z)$ is a generator matrix) of an ( $n, k, \delta$ ) convolutional code $\mathcal{C}$, where $n-k$ divides $\delta$ or $k$ divides $\delta$ and such that the criterion on the minors of the truncated sliding parity-check matrix $H_{L}^{c}$ (resp. generator matrix $G_{L}^{c}$ ) of $\mathcal{C}$ is satisfied, then $H(z)$ (resp. $G(z)$ ) is left prime. Observe that if $n-k$ divides $\delta$, we consider the parity-check matrix and if $k$ divides $\delta$, we consider the generator matrix. If $k$ divides $\delta$, our result implies that all $(n, k, \delta)$ MDP convolutional codes are necessarily noncatastrophic. If $n-k$ divides $\delta$, it implies that a polynomial matrix $H(z)$ that fulfills the criterion is a parity-check matrix of a convolutional code whose degree equals the sum of the row degrees of $H(z)$ (and of course is noncatastraphic as it has a parity-check matrix). While preparing this thesis, we realized that in the published paper there is a computation mistake which we correct here.

Chapter 8, we survey the results provided in [11], by Alfarano, Napp, Neri and Requena. We use a different approach to derive large classes of MDP convolutional codes and present a new general algebraic construction. Rather than using superregular matrices or generator polynomials of cyclic or quasi-cyclic block codes, we carefully select different modified Vandermonde matrices as the coefficients of the polynomial generator matrix of the convolutional code in such a way that the resulting code is, under some constraints, MDP. Since each modified Vandermonde matrix is the generator (or parity-check) matrix of a generalized Reed-Solomon (GRS) block code, the presented class of codes can be considered as a very natural extension of GRS block codes to the context of convolutional codes. For this reason, we call them weighted Reed-Solomon (WRS) convolutional codes. We show that the field size required to build them is significantly smaller than the existing ones in the literature for other classes of MDP codes.

Finally, Chapter 9 is based on [10], by Alfarano, Lieb and Rosenthal. This last part of the thesis is devoted to present a combinatorial construction of low-density parity-check convolutional codes using difference triangle sets. In the last three decades, the area of channel coding gained a lot of attention, due to the fact that many researchers were attracted by the practical realization of coding schemes whose performances approach the Shannon limit. This revolution started in 1993 with the invention of turbo codes and their decoding algorithms [35]. Only few years later, researchers investigated also low-density parity-check (LDPC) block codes and their message passing decoding algorithm. These codes were discovered to be also capable of capacityapproaching performances. The class of LDPC block codes was introduced by Gallager [75], in 1962. Their name is due to the fact that they have a parity-check matrix that is sparse. The analysis of LDPC codes attracted many researchers and a lot of work arose in this direction, starting from the papers of Wiberg [160] and Mackay and Neal [108]. Moreover, in [131, 53] analytical tools were introduced to investigate the limits of the performance of the message passing iterative decoding algorithm, suggested by Tanner already in 1981, [149]. Similarly to LDPC block codes, one can consider LDPC convolutional codes. These codes are defined as the (right)
kernel of a sparse sliding parity-check matrix, which allows to still use iterative message passing decoding algorithms. Moreover, it was proven that LDPC convolutional codes are practical in different communication applications, see for instance [122, 32, 31].

In the last few years, some attempts to construct binary LDPC convolutional codes were done. Two types of constructions were mainly investigated. The first one exploits the similarity of quasi-cyclic block codes and time-invariant LDPC convolutional codes, [150, 151, 152]. The second one regards mostly time varying convolutional codes, see for instance [163, 128, 33].

The aim of Chapter 9 is to give a combinatorial construction of LDPC convolutional codes suitable for iterative deoding. In fact, contrary to LDPC block codes for which a lot of combinatorial constructions have been derived (see for example [136, 96, 97, 90, 158]), it is rare to use combinatorial tools for constructing LDPC convolutional codes.

In 1967, Robinson and Bernstein [132] used difference triangle sets for the first time to construct binary recurrent codes, which are defined as the (right) kernel of a binary sliding matrix. At that time, the theory of convolutional codes was not developed yet and the polynomial notation was not used, but now, we may regard recurrent codes as a first prototype of convolutional codes. This was the first time that a combinatorial object has been used to construct convolutional codes. Three years later, Tong in [154], used diffuse difference triangle sets to construct self-orthogonal diffuse convolutional codes, defined by Massey [114]. The aim of these authors was to construct codes suitable for iterative decoding and their result was an adapted version of binary LDPC convolutional codes. In [9], the authors constructed ( $n, n-1)_{q}$ LDPC convolutional codes, whose sliding parity-check matrix is free from 4 and 6 -cycles not satisfying the so called full rank condition, starting from difference triangle sets. This was a generalization of the work of Robinson and Bernstein, in which difference triangle sets were used to construct convolutional codes over the binary field, that can only avoid 4-cycles. In 1971, Tong [155] was the first to generalize their construction over $\mathbb{F}_{q}$, using what we call weak difference triangle sets. However, his construction is suitable only for limited rate and in a way that the Tanner graph associated to the parity-check matrix of these codes is free only from 4-cycles.

We give a construction of LDPC convolutional codes for arbitrary rates over arbitrary fields, using difference triangle sets and weak difference triangle sets. In particular, the use of the weak version of these combinatorial objects allows to relax the assumptions required by Robinson, Bernstein and Tong. Indeed, instead of considering sets of nonnegative integers where all the pairwise differences are distinct among all the sets, we may require only that the pairwise differences are distinct in each set. Moreover, we show that using difference triangle sets for this construction produces codes with good distance properties and we provide a bound on the field size that is sufficient to have codes with good distance and to avoid the presence of cycles not satisfying the full rank condition.

## Chapter 6

## Preliminaries on Convolutional Codes

In this chapter we provide the preliminaries to the first part of the thesis. Most of these notions can be found in [104]. Let $\mathbb{F}_{q}$ be the finite field with $q$ elements, where $q$ is a prime power, and $\mathbb{F}_{q}[z]$ the polynomial ring over $\mathbb{F}_{q}$ in the indeterminate $z$.

It is well-known that $\mathbb{F}_{q}[z]$ is a Principal Ideal Domain (PID). Modules over a PID are free, namely, they admit a basis. Moreover, two different bases have the same number of elements, called the rank of the module. With this premise, we can introduce convolutional codes from a mathematical point of view.

### 6.1 Definition of Convolutional Codes via Generator and Paritycheck Matrices

Definition 6.1 (Convolutional codes). Let $k \leq n$ be two positive integers. An $(n, k)_{q}$ convolutional code $\mathcal{C}$ is a $\mathbb{F}_{q}[z]$-submodule of $\mathbb{F}_{q}[z]^{n}$ of rank $k$. A $k \times n$ matrix $G(z)$ with entries in $\mathbb{F}_{q}[z]$ whose rows constitute a basis of $\mathcal{C}$ is called a generator matrix for $\mathcal{C}$.

Notice that, given an $(n, k)_{q}$ convolutional code $\mathcal{C}$, the generator matrix is not unique. Indeed, define a matrix $U(z) \in \mathbb{F}_{q}[z]^{k \times k}$ with coefficients in $\mathbb{F}_{q}[z]$ to be unimodular if it has a polynomial matrix inverse, i.e. if there exists another matrix $V(z) \in \mathbb{F}_{q}[z]^{k \times k}$ such that $U(z) V(z)=V(z) U(z)=\operatorname{Id}_{k}$. By multiplying a generator matrix $G \in \mathbb{F}_{q}[z]^{k \times n}$ of $\mathcal{C}$ with a unimodular matrix $U(x) \in \mathbb{F}_{q}[z]^{k \times k}$, we get another generator matrix for $\mathcal{C}$. By elementary arguments it also follows that $U(z)$ is unimodular if and only if its determinant is a nonzero element of $\mathbb{F}_{q}$.

Definition 6.2. Two generator matrices $G(z), \bar{G}(z)$ of an $(n, k)_{q}$ convolutional code $\mathcal{C}$ are called equivalent if there exists a unimodular matrix $U(z) \in \mathbb{F}_{q}[z]^{k \times k}$, such that $\bar{G}(z)=U(z) G(z)$.

There exist canonical forms of such equivalence relations, as explained in the following result.

Theorem 6.3. [76, 104] Let $G(z) \in \mathbb{F}_{q}[z]^{k \times n}$, with $k \leq n$. Then, there exists a unimodular matrix $U(z) \in \mathbb{F}_{q}[z]^{k \times k}$ such that

$$
U(z) G(z)=\left[\begin{array}{ccccccc}
h_{1,1}(z) & h_{1,2}(z) & \cdots & h_{1, k}(z) & h_{1, k+1}(z) & \cdots & h_{1, n}(z) \\
& h_{2,2}(z) & \cdots & h_{2, k}(z) & h_{2, k+1}(z) & \cdots & h_{2, n}(z) \\
& & \ddots & \vdots & \vdots & & \vdots \\
& & & h_{k, k}(z) & h_{k, k+1}(z) & \cdots & h_{k, n}(z)
\end{array}\right]
$$

where for every $1 \leq i \leq k, h_{i, i}(z)$ is a monic polynomial such that $\operatorname{deg}\left(h_{i, i}\right)>\operatorname{deg} h_{j, i}$, for all $j<i$. Such a matrix is called the column Hermite form of $G(z)$.

If the equivalence relation is induced by right multiplication with a unimodular matrix or by right and left multiplication with unimodular matrices, the canonical forms are called the row Hermite form and the Smith form, respectively. We recall them as well in the following result.

Theorem 6.4. $[76,104]$ Let $G(z) \in \mathbb{F}_{q}[z]^{k \times n}$, with $k \leq n$. Then, there exists a unimodular matrix $U(z) \in \mathbb{F}_{q}[z]^{k \times k}$ such that

$$
G(z) U(z)=\left[\begin{array}{ccccccc}
h_{1,1}(z) & & & & 0 & \ldots & 0 \\
h_{2,1}(z) & h_{2,2}(z) & & & \vdots & & \vdots \\
\vdots & \vdots & \ddots & & \vdots & & \vdots \\
h_{k, 1}(z) & h_{k, 2}(z) & \cdots & h_{k, k}(z) & 0 & \cdots & 0
\end{array}\right],
$$

where for every $1 \leq i \leq k, h_{i, i}(z)$ is a monic polynomial such that $\operatorname{deg}\left(h_{i, i}\right)>\operatorname{deg} h_{j, i}$, for all $j<i$. Such a matrix is called the row Hermite form of $G(z)$.

Theorem 6.5. [76, 104] Let $G(z) \in \mathbb{F}_{q}[z]^{k \times n}$, with $k \leq n$. Then, there exists a unimodular matrix $U(z) \in \mathbb{F}_{q}[z]^{k \times k}$ and a unimodular matrix $V(z) \in \mathbb{F}_{q}[z]^{n \times n}$ such that

$$
S(z)=U(z) G(z) V(z)=\left[\begin{array}{lllllll}
\gamma_{1}(z) & & & & 0 & \ldots & 0 \\
& \gamma_{2}(z) & & & \vdots & & \vdots \\
& & \ddots & & \vdots & & \vdots \\
& & & \gamma_{k}(z) & 0 & \ldots & 0
\end{array}\right],
$$

where for every $1 \leq i \leq k, \gamma_{i}$ is a monic polynomial with the property that $\gamma_{i+1}$ divides $\gamma_{i}$. These polynomials are uniquely determined by $G(z)$ and are called invariant polynomials of $G(z) . S(z)$ is the Smith form of $G(z)$.

Remark 6.6. Two equivalent generator matrices have equal $k \times k$ minors, up to multiplication by a constant, because they differ by multiplication by a unimodular matrix. Hence, the following definition is justified.

Definition 6.7. Let $\mathcal{C}$ be an $(n, k)_{q}$ convolutional code. The maximal degree of the $k \times k$ minors of one (and hence all) generator matrix of $\mathcal{C}$ is called the degree of $\mathcal{C}$ and it is usually denoted by $\delta$. Often, in the literature it is used the notation $(n, k, \delta)_{q}$ to denote a convolutional code of rank $k$ and degree $\delta$ in $\mathbb{F}_{q}[z]^{n}$.

For every $1 \leq i \leq k$, the largest degree of any entry in the $i$-th row of a generator matrix $G(z)$ of $\mathcal{C}$ is called the $i$-th row degree $\nu_{i}$.

For a generator matrix $G(z)$ of an $(n, k, \delta)_{q}$ convolutional code, with row degrees $\nu_{1}, \ldots, \nu_{k}$, we have that $\delta \leq \nu_{1}+\ldots+\nu_{k}$. If there is equality, then $G(z)$ is said to be row-reduced and $G(z)$ is said a minimal generator matrix for $\mathcal{C}$.

Another important property of polynomial matrices is the so-called left primeness, which will be deeply discussed in Chapter 7 in relation to convolutional codes.

Definition 6.8. A polynomial matrix $G(z) \in \mathbb{F}_{q}[z]^{k \times n}$, with $k \leq n$ is left prime or basic if in all factorizations $G(z)=U(z) \bar{G}(z)$, with $U(z) \in \mathbb{F}_{q}[z]^{k \times k}$ and $\bar{G}(z) \in \mathbb{F}_{q}[z]^{k \times n}$, the left factor $U(z)$ is unimodular.

In the literature, there are many different equivalent notions of a left prime matrix, which we summarize in the following result and will be useful for the next chapter.

Theorem 6.9. [92] Let $G(z) \in \mathbb{F}_{q}[z]^{k \times n}$, with $k \leq n$. The following are equivalent:

1. $G(z)$ is left prime;
2. The Smith form of $G(z)$ is $\left[I_{k} 0\right]$;
3. The row Hermite form of $G(z)$ is $\left[I_{k} 0\right]$;
4. $G(z)$ admits a right $n \times k$ polynomial inverse;
5. $G(z)$ can be completed to a unimodular matrix, i.e., there exists $L(z) \in \mathbb{F}_{q}[z]^{(n-k) \times n}$ such that

$$
\left[\begin{array}{l}
G(z) \\
L(z)
\end{array}\right]
$$

is unimodular.
6. The ideal generated by all the $k$-th order minors of $G(z)$ is $\mathbb{F}_{q}[z]$.
7. For all $u(z) \in \mathbb{F}_{q}(z)^{k}, u(z) G(z) \in \mathbb{F}_{q}[z]^{n}$ implies that $u(z) \in \mathbb{F}_{q}[z]^{k}$.
8. $\operatorname{rk}(G(\lambda))=k$ for all $\lambda \in \overline{\mathbb{F}}_{q}$, where $\overline{\mathbb{F}}_{q}$ denotes the algebraic closure of $\mathbb{F}_{q}$.

Since generator matrices of a convolutional code $\mathcal{C}$ differ by left multiplication with a unimodular matrix, it follows that if a convolutional code admits a left prime generator matrix then all its generator matrices are also left prime.

If $G(z)$ is a left prime generator matrix of an $(n, k)_{q}$ convolutional code $\mathcal{C}$, then we say that $\mathcal{C}$ is noncatastrophic.

Let $\mathcal{C}$ be a noncatastrophic $(n, k, \delta)_{q}$ convolutional code and $G(z) \in \mathbb{F}_{q}[z]^{k \times n}$ be a generator matrix of $\mathcal{C}$. Then there exists a matrix $H(z) \in \mathbb{F}_{q}[z]^{(n-k) \times n}$, such that

$$
\begin{equation*}
c(z) \in \mathcal{C} \text { if and only if } H(z) c(z)^{\top}=0 . \tag{6.1}
\end{equation*}
$$

Such a matrix $H(z)$ is called a parity-check matrix of $\mathcal{C}$ as for the classical block codes. In [161], it has been shown that a convolutional code $\mathcal{C}$ is noncatastrophic if and only if it admits a parity-check matrix.

If $\mathcal{C}$ is a noncatastrophic convolutional code, then it also admits several parity-check matrices. In fact, every convolutional code has several left prime parity-check matrices and several paritycheck matrices that are not left prime (in contrast to generator matrices where left primeness is a property of a noncatastrophic code). Indeed, if we consider a left prime parity-check matrix for a convolutional code and multiply it from the left with any polynomial matrix, we obtain another parity-check matrix for the same code. Moreover, in [133], it is shown that if $H(z) \in \mathbb{F}_{q}[z]^{(n-k) \times n}$ is a left prime and row-reduced parity-check matrix of an $(n, k, \delta)_{q}$ convolutional code $\mathcal{C}$, then the sum of the row degrees of $H(z)$ is equal to $\delta$. This is not true in general. Indeed, the following example shows that if a not left prime parity-check matrix $H(z)$ of a convolutional code $\mathcal{C}$ is given, one can not obtain the degree of $\mathcal{C}$ as sum of the row degrees of $H(z)$.

Example 6.10. Let $\mathcal{C}$ be a $(3,1)$ convolutional code with with parity-check matrix

$$
H(z)=\left[\begin{array}{ccc}
z(1+z) & 0 & 1+z \\
0 & 1+z & 1+z
\end{array}\right] .
$$

Observe that $\mathcal{C}$ has degree 1 since the matrix

$$
\tilde{H}(z)=\left[\begin{array}{lll}
z & 0 & 1 \\
0 & 1 & 1
\end{array}\right]
$$

is a left prime and row-reduced parity-check matrix of the same convolutional code, but the sum of the row degrees of $H(z)$ is 3. Moreover, the maximal degree of the full-size minors of $H(z)$ is also 3 . This shows that the only way to obtain the degree of the code is by computing an equivalent left prime parity-check matrix. Note also that it does not help that $H(z)$ is rowreduced and that $H(0)$ has full rank.

Let $\mathcal{C} \subseteq \mathbb{F}_{q}[z]^{n}$ be an $(n, k, \delta)_{q}$ convolutional code. Thanks to the canonical isomorphism between $\mathbb{F}_{q}[z]^{n}$ and $\mathbb{F}_{q}^{n}[z]$, we can define a weight function on $\mathcal{C}$ as follows. Given a codeword
$v(z)=\sum_{i=0}^{r} v_{i} z^{i} \in \mathcal{C}$, we define the weight of $v(z)$ as

$$
\operatorname{wt}(v(z)):=\sum_{i=0}^{r} \operatorname{wt}\left(v_{i}\right) \in \mathbb{N}_{0}
$$

where $\mathrm{wt}\left(v_{i}\right)$ denotes the Hamming weight of $v_{i} \in \mathbb{F}_{q}^{n}$, i.e. the number of its nonzero components. Finally, the free distance of a convolutional code $\mathcal{C}$ is defined as

$$
\mathrm{d}_{\text {free }}(\mathcal{C}):=\min \{\mathrm{wt}(v(z)) \mid v(z) \in \mathcal{C}, v(z) \neq 0\} .
$$

The generalized Singleton bound for an $(n, k, \delta)_{q}$ convolutional code $\mathcal{C}$, derived by Rosenthal and Smarandache in [135], relates the parameters of a convolutional code via the following inequality:

$$
\begin{equation*}
\mathrm{d}_{\text {free }}(\mathcal{C}) \leq(n-k)\left(\left\lfloor\frac{\delta}{k}\right\rfloor+1\right)+\delta+1 \tag{6.2}
\end{equation*}
$$

A convolutional code whose free distance reaches the bound (6.2) with equality is called maximum distance separable (MDS) convolutional code.

Lemma 6.11. [70, 92] Let $H(z)=\left[h_{i, j}(z)\right] \in \mathbb{F}_{q}[z]^{(n-k) \times n}$ with row degrees $\nu_{1}, \nu_{2}, \ldots, \nu_{n-k}$ and $[H]_{h r}$ be the highest row degree coefficient matrix defined as the matrix with the $i$-th row consisting of the coefficients of $z^{\nu_{i}}$ in the $i$-th row of $H(z)$. Then $H(z)$ is reduced if and only if $[H]_{h r}$ is full row-rank.

The a natural isomorphism between $\mathbb{F}_{q}[z]^{n}$ and $\mathbb{F}_{q}^{n}[z]$ extends to the space of matrices and allows to consider a generator and a parity-check matrix of a convolutional code as polynomials whose coefficients are matrices. In particular, we will consider $H(z) \in \mathbb{F}_{q}^{(n-k) \times n}[z]$, such that $H(z)=H_{0}+H_{1} z+\ldots H_{\nu} z^{\nu}$, with $\nu>0$. With this notation, we can expand the kernel representation $H(z) v(z)^{\top}$ in the following way:

$$
H v^{\top}=\left[\begin{array}{ccccc}
H_{0} & & & &  \tag{6.3}\\
\vdots & \ddots & & & \\
H_{\nu} & \cdots & H_{0} & & \\
& \ddots & & \ddots & \\
& & H_{\nu} & \cdots & H_{0} \\
& & & \ddots & \vdots \\
& & & & H_{\nu}
\end{array}\right]\left[\begin{array}{c}
v_{0} \\
v_{1} \\
\vdots \\
v_{r}
\end{array}\right]=0
$$

where $r=\operatorname{deg}(v)$. We will refer to the representation of the parity-check matrix of $\mathcal{C}$ in equation (6.3) as sliding parity-check matrix.

### 6.2 MDP Convolutional Codes

MDP Convolutional codes are the central object of Chapters 7 and 8 . In this section we briefly define what they are and why their study is important.

In the context of convolutional codes, one aims to build codes which can correct as many errors as possible within windows of different sizes. This property is described by the notion of column distances. More formally, we introduce the following notation. Let $v(z)=\sum_{i=0}^{r} v_{i} z^{i} \in \mathbb{F}_{q}^{n}[z]$. For any positive integer $j \leq r$, let $v_{[0, j]}(z):=\sum_{i=0}^{j} v_{i} z^{i}$.

Definition 6.12. The $j$-th column distance $d_{j}^{c}$ of an $(n, k, \delta)_{q}$ convolutional code $\mathcal{C}$ is defined as

$$
d_{j}^{c}:=\min \left\{\operatorname{wt}\left(v_{[0, j]}(z)\right) \mid v(z) \in \mathcal{C}, \quad v_{0} \neq 0\right\} .
$$

Moreover, the column distances of $\mathcal{C}$ satisfy the following set of bounds.
Theorem 6.13. [79, Proposition 2.2] For every integer $j \in \mathbb{N}_{0}$,

$$
\begin{equation*}
d_{j}^{c} \leq(n-k)(j+1)+1 . \tag{6.4}
\end{equation*}
$$

Corollary 6.14. [79, Corollary 2.3] If $d_{j}^{c} \leq(n-k)(j+1)+1$ for some $j \in \mathbb{N}_{0}$, then $d_{i}^{c} \leq$ $(n-k)(i+1)+1$ for every $i<j$.

Obviously, $d_{j}^{c} \leq \mathrm{d}_{\text {free }}(\mathcal{C})$ for every $j$. It is easy to see that the maximum index for which the bound (6.4) is achievable is for $j=L$, where

$$
L:=\left\lfloor\frac{\delta}{k}\right\rfloor+\left\lfloor\frac{\delta}{n-k}\right\rfloor .
$$

The $(L+1)$-tuple of numbers $\left(d_{0}^{c}, \ldots, d_{L}^{c}\right)$ is called the column distance profile of the code $\mathcal{C}$.
Definition 6.15. An $(n, k, \delta)_{q}$ convolutional code $\mathcal{C}$ whose column distances $d_{j}^{c}$ meet the bound of Theorem 6.13 with equality, for all $j=0, \ldots, L$, is called maximum distance profile (MDP).

Recall that the encoding map of an $(n, k, \delta)_{q}$ convolutional code $\mathcal{C}$ is given by the action of a polynomial matrix $G(z)$ and it can be expressed via the multiplication by the following polynomial:

$$
G(z):=G_{0}+G_{1} z+\cdots+G_{m} z^{m}
$$

where $G_{i} \in \mathbb{F}_{q}^{k \times n}$ and $G_{m} \neq 0$. In the same way, the parity-check matrix is given by

$$
H(z):=H_{0}+H_{1} z+\cdots+H_{\nu} z^{\nu}
$$

with $H_{i} \in \mathbb{F}_{q}^{(n-k) \times n}$ and $H_{\nu} \neq 0$.

Let $\mathcal{C}$ be an $(n, k, \delta)_{q}$ convolutional code, $G(z)$ be a generator matrix of $\mathcal{C}$ and $H(z)$ be a parity-check matrix for $\mathcal{C}$. For any $j \in \mathbb{N}_{0}$, we define the $j$-th truncated sliding generator matrix and the $j$-th truncated sliding parity-check matrix as

$$
\begin{aligned}
& G_{j}^{c}:=\left(\begin{array}{cccc}
G_{0} & G_{1} & \cdots & G_{j} \\
& G_{0} & \cdots & G_{j-1} \\
& & \ddots & \vdots \\
& & & G_{0}
\end{array}\right) \in \mathbb{F}_{q}^{(j+1) k \times(j+1) n}, \\
& H_{j}^{c}:=\left(\begin{array}{cccc}
H_{0} & & & \\
H_{1} & H_{0} & & \\
\vdots & \vdots & \ddots & \\
H_{j} & H_{j-1} & \cdots & H_{0}
\end{array}\right) \in \mathbb{F}_{q}^{(j+1)(n-k) \times(j+1) n},
\end{aligned}
$$

where $G_{j}=0$, whenever $j>m$ and $H_{j}=0$ whenever $j>\nu$.
These sliding matrices are relevant for the following well-known characterization of MDP convolutional codes.

Theorem 6.16. [79, Corollary 2.3 and Theorem 2.4] Let $G(z)=\sum_{i=0}^{m} G_{i} z^{i}$ and $H(z)=$ $\sum_{i=0}^{\nu} H_{i} z^{i}$ be a left prime generator matrix and a left prime parity-check matrix, respectively, of an $(n, k, \delta)$ convolutional code $\mathcal{C}$. The following statements are equivalent:

1. $d_{j}^{c}(\mathcal{C})=(n-k)(j+1)+1$,
2. every $(j+1) k \times(j+1) k$ full-size minor of $G_{j}^{c}$ formed by columns with indices $1 \leq t_{1}<$ $\cdots<t_{(j+1) k}$, where $t_{s k+1}>s n$ for $s=1, \ldots, j$, is nonzero ,
3. every $(j+1)(n-k) \times(j+1)(n-k)$ full-size minor of $H_{j}^{c}$ formed by columns with indices $1 \leq t_{1}<\cdots<t_{(j+1)(n-k)}$, where $t_{s(n-k)+1} \leq s n$ for $s=1, \ldots, j$, is nonzero.

In particular, $\mathcal{C}$ is MDP if and only if one of the above equivalent conditions holds for $j=L$.
We also recall the following well-known result.
Theorem 6.17. [79, Proposition 2.1] Let $\mathcal{C} \subseteq \mathbb{F}_{q}[z]^{n}$ be an $(n, k)_{q}$ convolutional code. Let $d \in \mathbb{N}$. Then the following properties are equivalent.

1. $d_{j}^{c}=d$.
2. None of the first $n$ columns of $H_{j}^{c}$ is contained in the span of any other $d-2$ columns and one of the first $n$ columns of $H_{j}^{c}$ is in the span of some other $d-1$ columns of that matrix.

Observe that the minors considered in Theorem 6.16 are the only full-size minors of $G_{j}^{c}$ and $H_{j}^{c}$ that can possibly be non-zero. For this reason, we call these minors non trivially zero.

## Chapter 7

## On the Left Primeness of some Polynomial Matrices with Applications to Convolutional Codes

This short chapter contains the results published in [8] by Alfarano and Lieb. While writing this thesis, the author realized that in the published paper [8] there is a computation mistake. This chapter aims to correct the mentioned work.

The motivation behind this work relays on the fact that several papers that provide a (concrete) construction for MDP convolutional codes, for example [153], [12], [101], are based on the characterization for the parity-check matrix from Theorem 6.16. Unfortunately, in all of them there is no discussion on the left primeness of the constructed matrices. Indeed, in all the mentioned works, only the criterion on the minors of the sliding parity-check is shown to be satisfied.

We then first explain in a Remark 7.2 why the left primeness is not needed in order that this criterion is valid and thus, all of these constructions are correct. However, as we have shown in Chapter 6 in general it is not easy to compute the degree of a convolutional code from a parity-check matrix that is not left prime and hence, it is not a priori clear that the constructed codes have really the degree that is stated in these papers.

Definition 7.1. Let $G(z)=\sum_{i=0}^{m} G_{i} z^{i} \in \mathbb{F}_{q}^{k \times n}[z]$ be a polynomial with $G_{m} \neq 0$, and let $\delta$ be degree of the convolutional code generated by $G(z)$. We say that $G(z)$ has the MDP property if the $L$-th truncated sliding generator matrix $G_{L}^{\mathrm{c}}$ satisfies condition 2 in Theorem 6.16. Let $H(z)=\sum_{i=1}^{\nu} H_{i} z^{i} \in \mathbb{F}_{q}^{(n-k) \times n}$ be a polynomial with $H_{\nu} \neq 0$ and $\delta$ be degree of the convolutional code which has $H(z)$ as parity-check matrix. We say that $H(z)$ has the MDP property if the $L$-th truncated sliding parity-check matrix $H_{L}^{\mathrm{c}}$ satisfies condition 3 in Theorem 6.16.

Remark 7.2. In Theorem 6.16 we assume that $G(z)$ and $H(z)$ are left prime. We will explain the exact role of this property:

1. Considering the corresponding proof in [79], one observes that for the equivalence between conditions 1 and 2 it is in fact enough to assume that $G_{0}$ is full rank (which is a consequence of $G(z)$ being left prime). However, both 1 and 2 imply that $G_{0}$ is full rank. For 1 this is true, because for $j=0$ this means that $G_{0}$ is the generator matrix of an MDS block code, i.e. in particular full rank. For 2 this follows immediately from the structure of $G_{j}^{c}$. Hence, it is possible to get rid of the assumption that $G(z)$ is left prime. However, note that if $G(z)$ is not left prime, the corresponding code is catastrophic.
2. Now we consider the equivalence between 1 and 3 , which of course is only possible if the code has a parity-check matrix, i.e. is noncatastrophic. If $H(z)$ is not left prime, then there exists an equivalent row-reduced and left prime parity-check matrix for the code $\tilde{H}(z)$, such that $H(z)=U(z) \tilde{H}(z)$ with $U(z) \in \mathbb{F}_{q}[z]^{(n-k) \times(n-k)}$ and $\left.\operatorname{deg}(\operatorname{det} U(z))\right)>0$. Hence, with $U(z)=\sum_{i} U_{i} z^{i} \in \mathbb{F}_{q}^{(n-k) \times(n-k)}[z]$ and $U_{i}=0$ for $i>\operatorname{deg}(U(z))$, one has

$$
\left[\begin{array}{ccc}
H_{0} & & 0 \\
\vdots & \ddots & \\
H_{j} & \cdots & H_{0}
\end{array}\right]=\left[\begin{array}{ccc}
U_{0} & & 0 \\
\vdots & \ddots & \\
U_{j} & \cdots & U_{0}
\end{array}\right]\left[\begin{array}{ccc}
\tilde{H}_{0} & & 0 \\
\vdots & \ddots & \\
\tilde{H}_{j} & \cdots & \tilde{H}_{0}
\end{array}\right]
$$

for all $j \in \mathbb{N}_{0}$. Since $\tilde{H}(z)$ is left prime, $\tilde{H}_{0}$ is full rank. If $H(z)$ fulfills 3 , then all the full-size minors of $H_{0}$ are nonzero. Together with $H_{0}=U_{0} \tilde{H}_{0}$, this implies that $U_{0}$ and $\left[\begin{array}{ccc}U_{0} & & 0 \\ \vdots & \ddots & \\ U_{j} & \cdots & U_{0}\end{array}\right]$ are full rank. Consequently, $H_{j}^{c}$ fulfills 3 if and only if $\tilde{H}_{j}^{c}$ fulfills 3 , and since $\tilde{H}(z)$ is left prime, $H(z)$ and $\tilde{H}(z)$ are parity-check matrices of an MDP convolutional code whose degree $\delta$ is equal to the sum of the row degrees of $\tilde{H}(z)$. Hence, also for the implication from 3 to 1 , it is not necessary that the parity-check matrix of the code is left prime.

However, to construct an MDP convolutional code with a given $\delta$ it is necessary to construct it via a left prime parity-check matrix. Otherwise we do not know the degree of the constructed code since it is in general not an easy task to determine the degree of a convolutional code if we only know one of its parity-check matrices which is not left prime, as shown in Example 6.10. In addition, the implication from 1 to 3 is only true if we assume at least that $H_{0}$ has full rank (which is a consequence of $H(z)$ being left prime). To see this, consider a parity-check matrix that fulfills 3, i.e. is a parity-check matrix of an MDP convolutional code, and multiply it by $z \mathrm{I}_{n-k}$. The resulting matrix is still a parity-check of the same MDP convolutional code but it has $H_{0}=0$ and hence, can not fulfill 3 .

### 7.1 Left Primeness of Parity-Check and Generator Matrices of MDP Convolutional Codes

In this section, we show for which parameters condition 3 of Theorem 6.16 applied on an $(n, k)_{q}$ convolutional code $\mathcal{C}$ for $j=L$ implies that the corresponding parity-check matrix of $\mathcal{C}$ is left prime and thus the degree of $\mathcal{C}$ is equal to the sum of the row degrees of this parity-check matrix. Moreover, we show for which parameters condition 2 of Theorem 6.16 for $j=L$ implies that the considered convolutional code is noncatastrophic, i.e. for these parameters every MDP convolutional code is noncatastrophic.

Theorem 7.3. Consider $H(z) \in \mathbb{F}_{q}[z]^{(n-k) \times n}$ with $\operatorname{deg}(H(z))=\nu$ and set $\delta=(n-k) \nu$ and $r=\left\lfloor\frac{\delta}{k}\right\rfloor$. If the matrix

$$
\bar{H}:=\left[\begin{array}{ccc}
H_{0} & & \\
\vdots & \ddots & \\
H_{\nu} & & H_{0} \\
& \ddots & \vdots \\
& & H_{\nu}
\end{array}\right] \in \mathbb{F}_{q}^{(n-k)(r+\nu+1) \times n(r+1)}
$$

has full (row) rank, then $H(z)$ is left prime.
Proof. First note that since $(n-k)(r+\nu+1)=n(r+1)+\delta-k(r+1)<n(r+1), \bar{H}$ has more columns than rows. As $\bar{H}$ has full row rank, the map $\mathbb{F}_{q}^{n(r+1)} \rightarrow \mathbb{F}_{q}^{(n-k)(r+\nu+1)}, v \mapsto \bar{H} v$ is surjective and there exists $\bar{X}=\left(\begin{array}{c}X_{0} \\ \vdots \\ X_{r}\end{array}\right) \in \mathbb{F}_{q}^{(r+1) n \times(n-k)}$ with $X_{i} \in \mathbb{F}_{q}^{n \times(n-k)}$ for $i=1, \ldots, r$ such that $\bar{H} \bar{X}=\left(\begin{array}{c}I_{n-k} \\ 0_{n-k} \\ \vdots \\ 0_{n-k}\end{array}\right)$. Defining $X(z)=\sum_{i=0}^{r} X_{i} z^{i}$, one gets $H(z) X(z)=\mathrm{I}_{n-k}$ and hence $H(z)$ is left prime.

Corollary 7.4. Let $n, k, \delta \in \mathbb{N}$ with $k<n$ and $(n-k) \mid \delta$ and set $\nu=\frac{\delta}{n-k}$. If $H(z)=$ $\sum_{i=0}^{\nu} H_{i} z^{i} \in \mathbb{F}_{q}^{(n-k) \times n}[z]$ has the property that all full-size minors of $H_{L}^{c}$ with $L=\left\lfloor\frac{\delta}{k}\right\rfloor+\frac{\delta}{n-k}$ that are not trivially zero are nonzero, then $H(z)$ is a left prime parity-check matrix of an $(n, k, \delta)$ MDP convolutional code.

Proof. With the notation of the preceding theorem, one gets $L=r+\nu$ and $\bar{H}$ is a submatrix of $H_{L}^{c}$ with the same number of rows. Hence, there is a full-size minor of $\bar{H}$ that is nonzero and
$\bar{H}$ has full (row) rank, which additional implies that $H_{\nu}$ is full rank. Consequently, $H(z)$ is left prime and thus, it is the parity-check matrix of an $(n, k, \delta)$ convolutional code, where $\delta$ is equal to the sum of the row degrees of $H(z)$, i.e. $\delta=(n-k) \nu$ as $H_{\nu}$ is full rank. Then, Theorem 6.16 implies that this code is MDP.

Remark 7.5. With the same reasoning one can show that for $n, k, \delta \in \mathbb{N}$ with $k<n$ and $k \mid \delta$ and $m=\frac{\delta}{k}$, if $G(z)=\sum_{i=0}^{m} G_{i} z^{i} \in \mathbb{F}_{q}^{k \times n}[z]$ has the property that all full-size minors of $G_{L}^{c}$ with $L=\frac{\delta}{k}+\left[\frac{\delta}{n-k}\right]$ that are not trivially zero are nonzero, then $G(z)$ is the generator matrix of a noncatastrophic ( $n, k, \delta$ ) MDP convolutional code.

Remark 7.6. The conditions of the preceding theorem, corollary and remark are not necessary (only sufficient) to ensure that the corresponding polynomial matrix is left prime. As mentioned before, a polynomial matrix is left prime if and only if it has a polynomial right inverse and we provided sufficient conditions in order that this is true.

The following example shows that if $(n-k) \nmid \delta$ (resp. $k \nmid \delta$ ), then the MDP property on the minors of the sliding parity-check (resp. generator) matrix does in general not imply that the parity-check (resp. generator) matrix of a convolutional code is left prime.

Example 7.7. Let $1 \leq \delta<k$ and $\delta<n-k$, i.e. $L=0$. We get that $\operatorname{deg}(H(z))=\left\lfloor\frac{\delta}{n-k}\right\rfloor+1=1$, so $H(z)=H_{0}+H_{1} z$ and $H_{L}^{c}=H_{0}$. If we choose $H_{0}$ such that all full-size minors are nonzero and $H_{1}=-H_{0}$, then $H_{L}^{c}$ fulfills the MDP property 3 but $H(z)=(z-1) \mathrm{I}_{n-k} H_{1}$, i.e. $H(z)$ is not left prime and the degree of the code with this parity-check matrix is zero. Hence, this can not be an $(n, k, \delta)$ MDP convolutional code. Equivalently, we can show that for such code parameters a generator matrix $G(z)=G_{0}+G_{1} z$ with $G_{0}=-G_{1}$ having all full-size minors nonzero is not left prime but $G_{L}^{c}$ fulfills the MDP criterion 2, i.e. $G(z)$ is the generator matrix of a catastrophic $(n, k, \delta)$ MDP convolutional code.

Remark 7.8. In the published paper [8], we also modify Theorem 7.3 by imposing stronger assumptions to get similar results for the case $(n-k) \nmid \delta$. However, this is not correct and so we omit that part in this thesis.

## Chapter 8

## Weighted Reed-Solomon Convolutional Codes

The results in this chapter can be found in the preprint [11], by Alfarano, Napp, Neri, Requena.
For this chapter we will only consider generator matrices for convolutional codes. We start with a preliminary remark regarding Theorem 6.16; see also Remark 7.2.

Remark 8.1. The original assumption in Theorem 6.16 is that $G(z)$ is left prime. However, as it emerges from the original proof, it is not necessary to show that the convolutional code generated by $G(z)$ is MDP. Having $G(z)$ left prime, indeed, ensure that the code is noncatastrophi. In this way, a similar characterization could be derive from the parity-check matrix. Moreover, notice that in [8], it is shown that in the case $m=\frac{\delta}{k}$, if $G(z)=\sum_{i=1}^{m} G_{i} z^{i}$ has the MDP property, then the convolutional code generated by $G(z)$ is noncatastrophic and one can get rid of the assumption of $G(z)$ being left prime.

Remark 8.2. Here we rephrase the MDP property as follows. Each minor of $G_{L}^{\mathrm{c}}$ obtained by selecting the columns with indices as described in Theorem 6.16 is a minor obtained by selecting $\ell_{i}$ columns from the $i$-th columns block, for every $i=0, \ldots, L$, such that

$$
\begin{align*}
& \sum_{i=0}^{s} \ell_{i} \leq(s+1) k \text { for } s=0, \ldots, L-1  \tag{8.1}\\
& \sum_{i=0}^{L} \ell_{i}=(L+1) k \tag{8.2}
\end{align*}
$$

Note that the remaining full size minors of $G_{L}^{c}$ not satisfying (8.1) are trivially zero, i.e., are zero independently of the choice of the nonzero entries of $G_{L}^{\mathrm{c}}$, see [13, 79] for a formal definition.

We conclude this section by recalling the definition of generalized Reed-Solomon codes, which are one of the most studied family of codes in algebraic coding theory, due to their very rich algebraic structure and their suitability for digital implementation in practical applications: they
possess optimal distance and admit efficient algebraic decoding algorithms, e.g., BerlekampMassey, see [109, Chapters 10 and 11]. We will use their generator matrices in order to construct MDP convolutional codes.

Let $0<k \leq n$ be two positive integers and consider the set of polynomials with coefficients in $\mathbb{F}_{q}$ and degree strictly less than $k$, namely

$$
\mathbb{F}_{q}[x]_{<k}:=\left\{f(x) \in \mathbb{F}_{q}[x] \mid \operatorname{deg} f<k\right\} .
$$

Definition 8.3. Suppose that $n \leq q$, and consider $\alpha_{1}, \ldots, \alpha_{n} \in \mathbb{F}_{q}$ pairwise distinct elements, and $b_{1}, \ldots, b_{n} \in \mathbb{F}_{q}^{*}$. The block code

$$
C:=\left\{\left(b_{1} f\left(\alpha_{1}\right), \ldots, b_{n} f\left(\alpha_{n}\right)\right) \mid f \in \mathbb{F}_{q}[x]_{<k}\right\}
$$

is called generalized Reed-Solomon (GRS) code and it is denoted by $\operatorname{GRS}_{k}(\alpha, b)$, where $\alpha:=\left(\alpha_{1}, \ldots, \alpha_{n}\right)$ and $b=\left(b_{1}, \ldots, b_{n}\right)$.

The canonical generator matrix for a code $C=\operatorname{GRS}_{k}(\alpha, b)$ has the following form:

$$
G:=\left(\begin{array}{cccc}
b_{1} & b_{2} & \cdots & b_{n} \\
b_{1} \alpha_{1} & b_{2} \alpha_{2} & \cdots & b_{n} \alpha_{n} \\
b_{1} \alpha_{1}^{2} & b_{2} \alpha_{2}^{2} & \cdots & b_{n} \alpha_{n}^{2} \\
\vdots & \vdots & \ddots & \vdots \\
b_{1} \alpha_{1}^{k-1} & b_{2} \alpha_{2}^{k-1} & \cdots & b_{n} \alpha_{n}^{k-1}
\end{array}\right)=V_{k}(\alpha) \operatorname{diag}(b),
$$

where $V_{k}(\alpha)$ is a classical Vandermonde matrix of size $k \times n$ of the form

$$
\left(\begin{array}{cccc}
1 & 1 & \cdots & 1 \\
\alpha_{1} & \alpha_{2} & \cdots & \alpha_{n} \\
\alpha_{1}^{2} & \alpha_{2}^{2} & \cdots & \alpha_{n}^{2} \\
\vdots & \vdots & \vdots & \vdots \\
\alpha_{1}^{k-1} & \alpha_{2}^{k-1} & \cdots & \alpha_{n}^{k-1}
\end{array}\right)
$$

and $\operatorname{diag}(b)$ denotes the diagonal matrix whose diagonal entries are given by $b_{1}, \ldots, b_{n}$. We call this generator matrix "canonical" since it is obtained by evaluating each monomial of the standard $\mathbb{F}_{q}$-basis of $\mathbb{F}_{q}[x]_{<k}$, that is $\left\{1, x, x^{2}, \ldots, x^{k-1}\right\}$, in the points $\alpha_{1}, \ldots, \alpha_{n}$.

### 8.1 New Construction

In this section we present a new algebraic construction of $(n, k, \delta)_{q}$ MDP convolutional codes with memory $m=\left\lceil\frac{\delta}{k}\right\rceil$. To this end, we use some generalized Vandermonde matrices as the coefficients of the polynomial matrix $G(z)$ describing the code.

Let $k, n$ be positive integers and let $q$ be a prime power, with $k<n<q$. Let $\alpha$ := $\left(\alpha_{1}, \ldots, \alpha_{n}\right) \in\left(\mathbb{F}_{q}^{*}\right)^{n}$, with the $\alpha_{i}$ 's pairwise distinct, and fix $\gamma$ to be a root of an irreducible polynomial in $\mathbb{F}_{q}[z]$ of degree $s$, for some suitable integer $s$. Clearly, $\mathbb{F}_{q}(\gamma) \cong \mathbb{F}_{q^{s}}$.

For any $i \geq 0$, set

$$
M_{i}:=\left(\begin{array}{cccc}
\gamma^{\binom{i+1}{2} k-i} \alpha_{1}^{(i+1) k-1} & \gamma^{\binom{i+1}{2} k-i} \alpha_{2}^{(i+1) k-1} & \cdots & \left.\gamma^{(i+1} \begin{array}{c}
(i) k-i \\
2
\end{array}\right) \alpha_{n}^{(i+1) k-1}  \tag{8.3}\\
\vdots & \vdots & & \vdots \\
\gamma^{\binom{i}{2} k+i} \alpha_{1}^{i k+1} & \gamma^{\binom{i}{2} k+i} \alpha_{2}^{i k+1} & \cdots & \gamma^{\binom{i}{2} k+i} \alpha_{n}^{i k+1} \\
\gamma_{2}^{\binom{i}{2} k} \alpha_{1}^{i k} & \gamma_{2}^{\binom{i}{2} k} \alpha_{2}^{i k} & \cdots & \gamma^{\binom{i}{2} k} \alpha_{n}^{i k}
\end{array}\right) \text {, }
$$

and, for every $i \geq 0$ and $1 \leq j \leq k$,

$$
N_{i, j}:=\left(\begin{array}{cccc}
0 & 0 & \cdots & 0  \tag{8.4}\\
\vdots & \vdots & & \vdots \\
0 & 0 & \cdots & 0 \\
\gamma^{\binom{i}{2} k+(j-1) i} \alpha_{1}^{i k+j-1} & \gamma^{\binom{i}{2} k+(j-1) i} \alpha_{2}^{i k+j-1} & \cdots & \gamma^{\binom{i}{2} k+(j-1) i} \alpha_{n}^{i k+j-1} \\
\vdots & \vdots & & \vdots \\
\gamma^{\binom{i}{2} k+i} \alpha_{1}^{i k+1} & \gamma^{\binom{i}{2} k+i} \alpha_{2}^{i k+1} & \cdots & \gamma^{\binom{i}{2} k+i} \alpha_{n}^{i k+1} \\
\gamma^{\binom{i}{2} k} \alpha_{1}^{i k} & \gamma^{\binom{i}{2} k} \alpha_{2}^{i k} & \cdots & \gamma^{\binom{i}{2} k} \alpha_{n}^{i k}
\end{array}\right) .
$$

For the binomial coefficients, we use the convention that $\binom{a}{b}=0$ if $a<b$. Observe that for every $i \geq 0$, it holds $N_{i, k}=M_{i}$. Moreover, $M_{i}, N_{i, j} \in \mathbb{F}_{q^{s}}^{k \times n}$ for every $i \geq 1$, while $M_{0}, N_{0, j} \in$ $\mathbb{F}_{q}^{k \times n}$. It is easy to see that the matrix $M_{i}$ is the generator matrix of the $[n, k]_{q^{s}}$ block code $\operatorname{GRS}_{k}\left(\alpha, \alpha^{(i k)}\right)$, where $\alpha^{(i k)}:=\left(\alpha_{1}^{i k}, \ldots, \alpha_{n}^{i k}\right)$.

Definition 8.4. Let $k, n, \delta$ be positive integers with $0<k \leq n, \alpha=\left(\alpha_{1}, \ldots, \alpha_{n}\right) \in\left(\mathbb{F}_{q}^{*}\right)^{n}$ and $\gamma \in \mathbb{F}_{q^{s}}$ be as above. Let $m:=\left\lceil\frac{\delta}{k}\right\rceil$ and $t:=\delta-(m-1) k$, and define

$$
G_{i}:= \begin{cases}M_{i} & \text { if } 0 \leq i \leq m-1  \tag{8.5}\\ N_{m, t} & \text { if } i=m\end{cases}
$$

A convolutional code is called weighted Reed-Solomon (WRS) convolutional code if admits $G(z)=\sum_{i=0}^{m} G_{i} z^{i}$ as generator matrix. We will denote such a code by $\mathcal{C}_{k, n}^{\delta}(\gamma, \alpha)$.

We want to study now the $\operatorname{codes} \mathcal{C}_{k, n}^{\delta}(\gamma, \alpha)$. We start by providing their parameters.
Proposition 8.5. The code $\mathcal{C}_{k, n}^{\delta}(\gamma, \alpha)$ is an $(n, k, \delta)_{q^{s}}$ convolutional code. In particular, the generator matrix $G(z)$ given in Definition 8.4 is reduced.

Proof. Clearly the code $\mathcal{C}_{k, n}^{\delta}(\gamma, \alpha)$ is defined over $\mathbb{F}_{q^{s}}$ and has length $n$. Moreover, the matrix $G_{0}=M_{0}$ is a Vandermonde matrix and hence it is full rank. This implies that the dimension
of the code is $k$. Let $\tilde{\delta}$ be the degree of $\mathcal{C}_{k, n}^{\delta}$. By definition, the sum of the row degrees of $G(z)$ is $\delta$, and hence $\tilde{\delta} \leq \delta$. In order to show that $\delta=\tilde{\delta}$, it is enough to show that $G(z)$ is reduced, i.e., the leading row coefficient matrix of $G(z)$, denoted by $G_{\infty}$, is full row rank; see [72] or [92, Theorem 6.3-13]. Recall that $m=\left\lceil\frac{\delta}{k}\right\rceil$ and $t=\delta-(m-1) k$. It is easy to see that the matrix $G_{\infty}$ has the first $k-t$ rows equal to the ones of $G_{m-1}=M_{m-1}$ and the last $t$ rows equal to the ones of $G_{m}=N_{m, t}$. Such a matrix is a row permutation of
which is full rank, since it is a Vandermonde matrix whose rows are multiplied by powers of $\gamma$ and whose columns are multiplied by $\alpha_{i}^{(m-1) k+t}$.

Definition 8.6. Let $k, n$ and $\delta$ be fixed. Consider the matrices $G_{i}(x)$ as the matrices $G_{i}$ defined in (8.5) where we have replaced $\gamma$ by an indeterminate $x$, and let $G_{L}^{\mathrm{c}}(x)$ be the corresponding $L$-th truncated sliding generator matrix. We define the set
$\mathcal{P}(k, n, \delta, \alpha):=\left\{p(x) \in \mathbb{F}_{q}[x] \mid p(x)\right.$ is a full size minor of $G_{L}^{\mathrm{c}}(x)$ obtained selecting the columns with indices $1 \leq j_{1}<\cdots<j_{(L+1) k}$, where $j_{r k+1}>r n$ for $\left.r=1, \ldots, L\right\}$.

Note that the set $\mathcal{P}(k, n, \delta, \alpha)$ represents the full size minors in $G_{L}^{\mathrm{c}}(x)$ formed as stated in Theorem 6.16.

Theorem 8.7. Let $\mathcal{C}_{k, n}^{\delta}(\gamma, \alpha)$ be the $(n, k, \delta)_{q^{s}}$ WRS convolutional code with generator matrix $G(z)=\sum_{i=0}^{m} G_{i} z^{i} \in \mathbb{F}_{q^{s}}^{k \times n}[z]$, where the $G_{i}$ 's are defined by (8.5). If $p(\gamma) \neq 0$ for every $p(x) \in$ $\mathcal{P}(k, n, \delta, \alpha)$, then $\mathcal{C}_{k, n}^{\delta}(\gamma, \alpha)$ is an MDP convolutional code.

Proof. As $p(\gamma) \neq 0$ for every $p(x) \in \mathcal{P}(k, n, \delta, \alpha)$, then the condition in Theorem 6.16 is satisfied for $j=L$ and $G(z)$ has the MDP property, i.e., $\mathrm{d}_{L}^{\mathrm{c}}\left(\mathcal{C}_{k, n}^{\delta}(\gamma, \alpha)\right)=(n-k)(L+1)+1$. It follows from [79, Corollary 2.3] that $\left.\mathrm{d}_{j}^{\mathrm{c}} \mathcal{C}_{k, n}^{\delta}(\gamma, \alpha)\right)=(n-k)(j+1)+1$ for $j=0,1, \ldots, L$ and therefore, by definition, $\mathcal{C}_{k, n}^{\delta}(\gamma, \alpha)$ is an $(n, k, \delta)$ MDP convolutional code.

For a given nonzero polynomial $p(x) \in \mathbb{F}_{q}[x]$, we denote by $\operatorname{deg} p(x)$ the degree of $p(x)$, and by $\nu(p(x))$ the maximum integer $\ell$ such that $x^{\ell}$ divides $p(x)$. Then we define the integer

$$
D(k, n, \delta, \alpha):=\max \{\operatorname{deg} p(x)-\nu(p(x)) \mid 0 \neq p(x) \in \mathcal{P}(k, n, \delta, \alpha)\} .
$$

The next result is the main theorem of this section. However, its proof requires several technical lemmas and it can be found in Section 8.2.

Theorem 8.8. Let $\gamma$ be a root of an irreducible polynomial in $\mathbb{F}_{q}[z]$ of degree $s$ and let $\mathcal{C}_{k, n}^{\delta}(\gamma, \alpha)$ be the $(n, k, \delta)_{q^{s}}$ WRS convolutional code whose generator matrix is $G(z)=\sum_{i=0}^{m} G_{i} z^{i} \in$ $\mathbb{F}_{q^{c}}^{k \times n}[z]$, and the $G_{i}$ 's are defined by (8.5). If $s>D(k, n, \delta, \alpha)$, then $\mathcal{C}_{k, n}^{\delta}(\gamma, \alpha)$ is an MDP convolutional code in $\mathbb{F}_{q^{s}}[z]^{n}$.

We conclude this section by illustrating with a concrete example how to construct a WRS convolutional code that is also MDP, using the previous theorem.

Example 8.9. We fix the parameters $k=3, n=5$ and $\delta=5$. Therefore, we have $m=2$ and $L=3$. We then choose a prime power greater than $n$, that is $q=7$ and a vector with pairwise distinct nonzero entries $\alpha=\left(\alpha_{1}, \alpha_{2}, \alpha_{3}, \alpha_{4}, \alpha_{5}\right)=(1,2,3,4,5) \in \mathbb{F}_{7}^{5}$. At this point we illustrate how to choose a suitable $\gamma$ so that the resulting code $\mathcal{C}_{3,5}^{5}(\gamma, \alpha)$ is MDP. We consider the polynomial version of the 3 -th truncated sliding generator matrix $G_{3}^{\mathrm{c}}(x)$, given by

$$
G_{3}^{\mathrm{c}}(x)=\left(\begin{array}{cccc}
G_{0}(x) & G_{1}(x) & G_{2}(x) & \\
& G_{0}(x) & G_{1}(x) & G_{2}(x) \\
& & G_{0}(x) & G_{1}(x) \\
& & & G_{0}(x)
\end{array}\right) \in \mathbb{F}_{7}[x]^{12 \times 20}
$$

where

$$
\begin{aligned}
G_{0}(x) & =\left(\begin{array}{lllll}
1 & 4 & 2 & 2 & 4 \\
1 & 2 & 3 & 4 & 5 \\
1 & 1 & 1 & 1 & 1
\end{array}\right) \in \mathbb{F}_{7}^{3 \times 5}, \\
G_{1}(x) & =\left(\begin{array}{ccccc}
x^{2} & 4 x^{2} & 5 x^{2} & 2 x^{2} & 3 x^{2} \\
x & 2 x & 4 x & 4 x & 2 x \\
1 & 1 & 6 & 1 & 6
\end{array}\right) \in \mathbb{F}_{7}[x]^{3 \times 5}, \\
G_{2}(x) & =\left(\begin{array}{ccccc}
0 & 0 & 0 & 0 & 0 \\
x^{5} & 2 x^{5} & 3 x^{5} & 4 x^{5} & 5 x^{5} \\
x^{3} & x^{3} & x^{3} & x^{3} & x^{3}
\end{array}\right) \in \mathbb{F}_{7}[x]^{3 \times 5} .
\end{aligned}
$$

We now compute the value $D(3,5,5, \alpha)$, which can be checked to be $D(3,5,5, \alpha)=9$. There are many full size minors of $G_{3}^{\mathrm{c}}(x)$ from which we can obtain this value. For instance, if we select the columns with indices $\{1,6,7,8,11,12,13,16,17,18,19,20\}$ of $G_{3}^{\mathrm{c}}(x)$, we have that the full size minor is $p(x)=x^{3}\left(3 x^{9}+2 x^{8}+4 x^{7}+5 x^{5}+x^{4}+4 x^{3}+x^{2}+4 x+4\right) \in \mathcal{P}(3,5,5, \alpha)$. Let now choose $\gamma$ to be a root of an irreducible polynomial of degree $s=10$ over $\mathbb{F}_{7}$. Thus, with this choice, the code $\mathcal{C}_{3,5}^{5}(\gamma, \alpha)$ is an $\operatorname{MDP}(5,3,5)$ WRS convolutional code over the field $\mathbb{F}_{7^{10}}$. Its generator matrix is given by $G(z):=G_{0}(\gamma)+G_{1}(\gamma) z+G_{2}(\gamma) z^{2}$.

### 8.2 A Multivariate Polynomial Generalization of $G_{L}^{\mathrm{c}}$

In Section 8.1 we introduced $G_{L}^{\mathrm{c}}(x)$ in Definition 8.6 as a polynomial generalization of the truncated sliding generator matrix $G_{L}^{c}$ of WRS convolutional codes, by substituting $\gamma$ with a variable $x$. In this section we further generalize its square submatrices by seeing the $\alpha_{i}$ 's defining the generalized Vandermonde matrices as algebraically independent variables $y_{i}$ 's, yelding a multivariate polynomial representation of $G_{L}^{\mathrm{c}}$. This generalization allows to give a proof of Theorem 8.8, to which this section is dedicated. For the convenience of the reader, in this short introduction we briefly present the idea of the proof.

We denote by B the collection of the involved powers of $x$, and by $\Lambda$ the collection of the exponents of $y_{i}$ 's involved in the generalized Vandermonde matrices constituting the matrix $G_{L}^{\mathrm{c}}(x)$. In other words, B and $\Lambda$ denote the exponents of the variables. In this way one obtains a polynomial generalization of the square submatrices of $G_{L}^{\mathrm{c}}$, denoted by $G(x, Y, \mathrm{~B}, \Lambda)$, and their minors become multivariate polynomials $p(x, Y)$, where $Y$ denotes the vector formed by the variables $y_{i}$ 's.

Several technical lemmas lead to Theorem 8.19, where we describe the monomial of minimal degree of $p(x, Y)$ in the variable $x$, which is given by the product of determinants of some particular submatrices of $G(x, Y, \mathrm{~B}, \Lambda)$.

By choosing some special values of B and $\Lambda$ and specializing $Y$ in a suitable vector A of elements in $\mathbb{F}_{q}$, we obtain that the resulting matrix yields a square submatrix of $G_{L}^{\mathrm{c}}(x)$ as in Definition 8.6. Moreover, we show that the monomial of minimal degree in $p(x, Y)$ is still nonzero when $Y$ is specialized in A. In particular, the set $\mathcal{P}(k, n, \delta, \alpha)$ defined in Definition 8.6 will consists only of such polynomials $p(x, \mathrm{~A})$, which are all nonzero. By carefully choosing the value $\gamma$, we then show that the resulting convolutional code $\mathcal{C}_{k, n}^{\delta}(\gamma, \alpha)$ is MDP, by means of Theorem 8.7. In Theorem 8.21 we give the equivalent version of Theorem 8.19 for the monomial of maximum degree in $x$ of the same polynomial $p(x, Y)$. However, when considering $p(x, \mathrm{~A})$, such monomial could vanish.

All the results mentioned above are needed to finally prove Theorem 8.8, which states that WRS convolutional codes are MDP.

We start by recalling the definition of generalized Vandermonde matrix. Then, we establish the notation for the remainder of the section.

Definition 8.10. Let $\mathbb{F}_{q}$ be the finite field with $q$ elements, $k, n$ be positive integers. Let $\lambda=\left(\lambda_{1}, \ldots, \lambda_{k}\right) \in \mathbb{N}^{k}$ be a vector whose entries are pairwise distinct and $\alpha=\left(\alpha_{1}, \ldots, \alpha_{n}\right) \in \mathbb{F}_{q}^{n}$. A $k \times n$ generalized Vandermonde matrix is a matrix of the form

$$
V(\lambda, \alpha)=\left(\begin{array}{cccc}
\alpha_{1}^{\lambda_{1}} & \alpha_{2}^{\lambda_{1}} & \cdots & \alpha_{n}^{\lambda_{1}} \\
\alpha_{1}^{\lambda_{2}} & \alpha_{2}^{\lambda_{2}} & \cdots & \alpha_{n}^{\lambda_{2}} \\
\vdots & \vdots & \ddots & \vdots \\
\alpha_{1}^{\lambda_{k}} & \alpha_{2}^{\lambda_{k}} & \cdots & \alpha_{n}^{\lambda_{k}}
\end{array}\right) \in \mathbb{F}_{q}^{k \times n} .
$$

The following definition introduces the polynomial matrix which is central to this section.
Definition 8.11. Let $e \in \mathbb{N}$ be a nonegative integer, $\left(\ell_{0}, \ldots, \ell_{e}\right),\left(k_{0}, \ldots, k_{e}\right) \in\left(\mathbb{N}_{>0}\right)^{e+1}$, such that $\sum_{i=0}^{r} \ell_{i} \leq \sum_{i=0}^{r} k_{i}$ for any $r \in\{0, \ldots, e-1\}$ and $\sum_{i=0}^{e} \ell_{i}=\sum_{i=0}^{e} k_{i}$. For any $j \in\{0, \ldots, e\}$, let $y^{(j)}=\left(y_{1}^{(j)}, \ldots, y_{\ell_{j}}^{(j)}\right)$ be a vector of variables and for any $0 \leq i \leq j \leq e$, let $\lambda^{(i, j)}=$ $\left(\lambda_{1}^{(i, j)}, \ldots, \lambda_{k_{i}}^{(i, j)}\right) \in \mathbb{N}^{k_{i}}$ be such that the following conditions hold:
(L1) $\lambda_{s-1}^{(i, j)}>\lambda_{s}^{(i, j)}$, for any $s \in\left\{2, \ldots, k_{i}\right\}$.
(L2) $\lambda_{1}^{(i, j)}>\lambda_{k_{i+1}}^{(i+1, j)}$, for any $0 \leq i \leq j-1,1 \leq j \leq e$.
For any $0 \leq i \leq j \leq e$, let $\beta^{(i, j)}=\left(\beta_{1}^{(i, j)}, \ldots, \beta_{k_{i}}^{(i, j)}\right) \in \mathbb{N}^{k_{i}}$, such that:
(b1) $\beta^{(i, i)}=0$.
(b2) $\beta_{s-2}^{(i, j)}-\beta_{s-1}^{(i, j)} \geq \beta_{s-1}^{(i, j)}-\beta_{s}^{(i, j)}$, for any $s \in\left\{3, \ldots, k_{i}\right\}$.
(b3) $\beta_{k_{i}-1}^{(i, j)}-\beta_{k_{i}}^{(i, j)} \geq \beta_{k_{i}}^{(i, j)}-\beta_{1}^{(i+1, j)}+1 \geq \beta_{1}^{(i+1, j)}-\beta_{2}^{(i+1, j)}+1$, for any $0 \leq i \leq j-1$ and $1 \leq j \leq e$.
(b4) $\left(\beta_{s-2}^{(i, j+1)}-\beta_{s-2}^{(i, j)}\right)-\left(\beta_{s-1}^{(i, j+1)}-\beta_{s-1}^{(i, j)}\right) \geq\left(\beta_{s-1}^{(i, j+1)}-\beta_{s-1}^{(i, j)}\right)-\left(\beta_{s}^{(i, j+1)}-\beta_{s}^{(i, j)}\right)$ for any $s \in$ $\left\{3, \ldots, k_{i}\right\}$, for any $i \leq j$ and $0 \leq j \leq e-1$.
(b5) $\left(\beta_{k_{i}}^{(i, j+1)}-\beta_{k_{i}}^{(i, j)}\right)-\beta_{1}^{(i+1, j+1)} \geq \beta_{1}^{(i+1, j+1)}-\beta_{2}^{(i+1, j+1)}$, for any $0 \leq i \leq j \leq e-1$.
We define

$$
\begin{equation*}
A_{i, j}^{\left(\beta^{(i, j)}, \lambda^{(i, j)}\right)}:=\operatorname{diag}\left(x^{\beta^{(i, j)}}\right) V\left(\lambda^{(i, j)}, y^{(j)}\right) \in \mathbb{F}_{q}\left[x, y^{(j)}\right]^{k_{i} \times \ell_{j}}, \tag{8.6}
\end{equation*}
$$

where

$$
\operatorname{diag}\left(x^{\beta^{(i, j)}}\right)=\left(\begin{array}{cccc}
x^{\beta_{1}^{(i, j)}} & 0 & \cdots & 0 \\
0 & x^{\beta_{2}^{(i, j)}} & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & x^{\beta_{k_{i}}^{(i, j)}}
\end{array}\right) \in \mathbb{F}[x]^{k_{i} \times k_{i}} .
$$

To simplify the notation in (8.6), we only write $A_{i, j}$ and specify the vectors, $\lambda^{(i, j)}, \beta^{(i, j)}$ only when it is necessary. Let

$$
Y:=\left(y_{1}^{(0)}, \ldots, y_{\ell_{0}}^{(0)}, y_{1}^{(1)}, \ldots, y_{\ell_{1}}^{(1)}, \ldots, y_{1}^{(e)}, \ldots, y_{\ell_{e}}^{(e)}\right)
$$

be the vector of all the variables and

$$
\begin{aligned}
\mathrm{B} & :=\left(\beta^{(0,0)}, \ldots, \beta^{(0, e)}, \beta^{(1,1)}, \ldots, \beta^{(1, e)}, \ldots, \beta^{(e, e)}\right), \\
\Lambda & :=\left(\lambda^{(0,0)}, \ldots, \lambda^{(0, e)}, \lambda^{(1,1)}, \ldots, \lambda^{(1, e)}, \ldots, \lambda^{(e, e)}\right)
\end{aligned}
$$

be vectors of exponents. These three vectors uniquely determine the following matrix

$$
G(x, Y, \mathrm{~B}, \Lambda):=\left(\begin{array}{cccc}
A_{0,0} & A_{0,1} & \cdots & A_{0, e}  \tag{8.7}\\
& A_{1,1} & \cdots & A_{1, e} \\
& & \ddots & \vdots \\
& & & A_{e, e}
\end{array}\right) \in \mathbb{F}_{q}[x, Y]^{\left(k_{0}+\cdots+k_{e}\right) \times\left(\ell_{0}+\cdots+\ell_{e}\right)} .
$$

In the next example, we provide some tuples satisfying conditions 8.11-8.11 and 8.11-8.11, to get a more intuitive idea of their relations.

Example 8.12. Let $e=2$ and $\left(k_{0}, k_{1}, k_{2}\right)=(4,4,4),\left(\ell_{0}, \ell_{1}, \ell_{2}\right)=(2,4,6) \in \mathbb{N}^{3}$. Let

$$
\begin{aligned}
\lambda^{(0,0)}=(3,2,1,0), & \lambda^{(0,1)}=(7,6,5,4), \\
\lambda^{(1,1)}=(3,2,1,0), & \lambda^{(0,2)}=(11,10,9,8) \\
& \lambda^{(1,2)}=(7,6,5,4) \\
& \lambda^{(2,2)}=(3,2,1,0) .
\end{aligned}
$$

For convenience, we ordered these vectors in row/column blocks. Each row block corresponds to a fixed $i$, and each column block corresponds to a fixed $j$. Clearly, all the vectors defined above satisfy condition 8.11 , i.e.are ordered in a decreasing order. Property 8.11 is referred to vectors in consecutive row blocks but same column block. It states that for any $i \leq j-1 \leq 1$, we require the first entry of $\lambda^{(i, j)}$ to be strictly greater than the last entry of $\lambda^{(i+1, j)}$. In this example, we only need to check the column block defined by $j=1$ and immediately obtain that $\lambda_{1}^{(0,1)}>\lambda_{4}^{(1,1)}$.

Let

$$
\begin{aligned}
\beta^{(0,0)}=(0,0,0,0), \quad \beta^{(0,1)}=(3,2,1,0), & \beta^{(0,2)}=(10,8,6,4) \\
\beta^{(1,1)}=(0,0,0,0), & \beta^{(1,2)}=(3,2,1,0) \\
\beta^{(2,2)} & =(0,0,0,0)
\end{aligned}
$$

Condition 8.11 is clearly satisfied. Condition 8.11 refers to each vector $\beta^{(i, j)}$. It states that the differences between consecutive entries are non increasing. For instance, consider the vector $\beta^{(0,2)}$. We have

$$
\beta_{1}^{(0,2)}-\beta_{2}^{(0,2)} \geq \beta_{2}^{(0,2)}-\beta_{3}^{(0,2)} \geq \beta_{3}^{(0,2)}-\beta_{4}^{(0,2)}
$$

Condition 8.11 refers to two vectors of two different row blocks, but same column block, for instance, $\beta^{(0,2)}$ and $\beta^{(1,2)}$. In this example, this is the only possible pair on which this property can be verified. We have

$$
\beta_{3}^{(0,2)}-\beta_{4}^{(0,2)} \geq \beta_{4}^{(0,2)}-\beta_{1}^{(1,2)}+1 \geq \beta_{1}^{(1,2)}-\beta_{2}^{(1,2)}+1
$$

which is obviously satisfied since $6-4 \geq 4-3+1 \geq 3-2+1$. Condition 8.11 refers to two
vectors of the same row block. Consider $\beta^{(0,0)}$ and $\beta^{(0,1)}$. We want that

$$
\left(\beta_{1}^{(0,1)}-\beta_{1}^{(0,0)}\right)-\left(\beta_{2}^{(0,1)}-\beta_{2}^{(0,0)}\right) \geq\left(\beta_{2}^{(0,1)}-\beta_{2}^{(0,0)}\right)-\left(\beta_{3}^{(0,1)}-\beta_{3}^{(0,0)}\right)
$$

Indeed, we have $(3-0)-(2-0) \geq(2-0)-(1-0)$, which is trivially true. Finally, condition 8.11 relates two vectors of one row block with one vector of the consecutive row block. Consider $\beta^{(0,1)}, \beta^{(0,2)}$ and $\beta^{(1,2)}$. We want

$$
\beta_{4}^{(0,2)}-\beta_{4}^{(0,1)}-\beta_{1}^{(1,2)} \geq \beta_{1}^{(1,2)}-\beta_{2}^{(1,2)}
$$

which is, also in this case, trivially satisfied since $4-0-3 \geq 3-2$.
Note that in Example 8.12, all the inequalities are in fact equalities. This is due on purpose, since this particular case will lead to the construction of a WRS convolutional code.

Next, we illustrate with another example the link between the matrices $G(x, Y, \mathrm{~B}, \Lambda)$ - together with their parameters - and our family of WRS convolutional codes. Indeed, if we take a WRS convolutional code $\mathcal{C}_{k, n}^{\delta}(\gamma, \alpha)$ whose parameters satisfy certain conditions, then some of the full-size submatrices of $G_{L}^{\mathrm{c}}(x)$ are obtained from $G(x, Y, \mathrm{~B}, \Lambda)$ after carefully choosing the vectors of exponents B and $\Lambda$ introduced in Definition 8.11, and specializing the vector $Y$ in a suitable vector of elements $\alpha_{j_{i}}$ 's obtained from $\alpha$. Observe that the following example only illustrates a special case and it is meant to guide the reader in understanding our approach. The general case is analyzed later, in the proof of Theorem 8.8.

Example 8.13. Let $\left(\ell_{0}, \ldots, \ell_{e}\right),\left(k_{0}, \ldots, k_{e}\right) \in \mathbb{N}^{e+1}$ be vectors as in Definition 8.11, with $k_{i}=$ $k \in \mathbb{N}$, for $i=0,1, \ldots, e$. Define the vectors $\mathrm{B}=\left(\beta^{(0,0)}, \ldots, \beta^{(0, e)}, \beta^{(1,1)}, \ldots, \beta^{(1, e)}, \ldots, \beta^{(e, e)}\right)$ and $\Lambda:=\left(\lambda^{(0,0)}, \ldots, \lambda^{(0, e)}, \lambda^{(1,1)}, \ldots, \lambda^{(1, e)}, \ldots, \lambda^{(e, e)}\right)$ as

$$
\begin{aligned}
& \beta^{(i, j)}=\left(\binom{j-i+1}{2} k-(j-i), \ldots,\binom{j-i}{2} k+(j-i),\binom{j-i}{2} k\right), \\
& \lambda^{(i, j)}=((j-i+1) k-1, \ldots,(j-i) k+1,(j-i) k),
\end{aligned}
$$

for each $i, j$ such that $0 \leq j-i \leq e$. Let $Y:=\left(y_{1}^{(0)}, \ldots, y_{\ell_{0}}^{(0)}, y_{1}^{(1)}, \ldots, y_{\ell_{1}}^{(1)}, \ldots, y_{1}^{(e)}, \ldots, y_{\ell_{e}}^{(e)}\right)$ be the vector of variables and consider the matrix $G(x, Y, \mathrm{~B}, \Lambda) \in \mathbb{F}_{q}[x, Y]^{(e+1) k \times(e+1) k}$.

Now, choose a WRS convolutional code $\mathcal{C}_{k, n}^{\delta}(\gamma, \alpha)$ for suitable $\gamma$ and $\alpha$, where we make two assumptions on the parameters. We select $n, k$ and $\delta$ such that $\delta=k e$ and $k e<n-k$. The latter assumption implies $L=e$. Consider the generator matrix of $\mathcal{C}_{k, n}^{\delta}(\gamma, \alpha)$ to be $G(z)=\sum_{i=0}^{e} G_{i} z^{i}$ as in Definition 8.4, and take the polynomial version of its $L$-th truncated sliding generator
matrix

$$
G_{L}^{\mathrm{c}}(x)=\left(\begin{array}{cccc}
G_{0}(x) & G_{1}(x) & \ldots & G_{e}(x) \\
& G_{0}(x) & \ldots & G_{e-1}(x) \\
& & \ddots & \vdots \\
& & & G_{0}(x)
\end{array}\right) \in \mathbb{F}_{q}[x]^{(e+1) k \times(e+1) n}
$$

We now point out that every full size submatrix of $G_{L}^{\mathrm{c}}(x)$ obtained by taking $\ell_{i}$ columns from the $i$-th column block, can be derived starting from $G(x, Y, \mathrm{~B}, \Lambda)$ in the following way. Let $J_{0}, \ldots J_{e} \subseteq\{1, \ldots, n\}$ be the corresponding indices of columns that are selected in each block, with $\left|J_{i}\right|=\ell_{i}$. Then, specialize $y^{(i)}=\left(y_{1}^{(i)}, \ldots, y_{\ell_{i}}^{(i)}\right)$ in the elements $\alpha^{(i)}:=\left(\alpha_{j}: j \in J_{i}\right)$. Denote $\mathrm{A}:=\left(\alpha^{(0)}, \ldots \alpha^{(e)}\right)$ and observe now that, by construction, the selected submatrix of $G_{L}^{\mathrm{c}}(x)$ coincides with $G(x, \mathrm{~A}, \mathrm{~B}, \Lambda)$.

Finally, notice that the conditions on the $\ell_{i}$ 's given in Definition 8.11 coincides with the conditions for the MDP property in (8.1). However, in this case it is not contemplated that the values $\ell_{i}$ 's can also be zero. We will study how to obtain the full size submatrices of $G_{L}^{\mathrm{c}}(x)$ for this general case in the proof of Theorem 8.8.

From Definition 8.11, we have that $\ell_{0} \leq k_{0}$, so we can assume that there exists $r \geq 0$ such that $k_{0}=\ell_{0}+r$. Moreover, from condition 8.11 it is clear that for any $0 \leq i \leq e, A_{i, i} \in \mathbb{F}_{q}[Y]^{k_{i} \times \ell_{i}}$, hence it does not depend on $x$.

We fix some further notation.
Notation 8.14. For any positive integer $i$, we denote $[i]:=\{1, \ldots, i\}$. For any $I \subseteq\left[\ell_{0}+r\right]$, such that $|I|=\ell_{0}$, we denote by $A_{I}(Y)$ the $\ell_{0} \times \ell_{0}$ matrix obtained from $A_{0,0}$ by selecting the rows indexed by $I$. We denote by $I_{0}$ the set of indices [ $\ell_{0}$ ].

Moreover, for any $I \subseteq\left[\ell_{0}+r\right]$ we denote by $\bar{I}$ the complement of $I$ in $\left[\ell_{0}+r\right]$ and by $G_{\bar{I}}\left(x, Y, \mathrm{~B}_{\bar{I}}, \Lambda_{\bar{I}}\right)$ the $\left(\left(k_{0}-\ell_{0}\right)+k_{1}+\cdots+k_{e}\right) \times\left(\ell_{1}+\cdots+\ell_{e}\right)$ submatrix of $G(x, Y, \mathrm{~B}, \Lambda)$ obtained by erasing the first $\ell_{0}$ columns and the rows indexed by $I$. This deletion automatically determines two new collections of vectors $\mathrm{B}_{\bar{I}}$ and $\Lambda_{\bar{I}}$. We denote by $\beta_{\bar{I}}^{(0, j)}$ and by $\lambda_{\bar{I}}^{(0, j)}$ the vectors obtained from $\beta^{(0, j)}$ and $\lambda^{(0, j)}$ respectively, after deleting the entries indexed by $I$. Finally, we set

$$
b_{\bar{I}}=\sum_{s \notin I} \beta_{s}^{(0,1)} \in \mathbb{N} .
$$

Remark 8.15. In $\mathrm{B}_{\bar{I}}=\left(\beta_{\bar{I}}^{(i, j)}\right)_{i, j}$, the deletion of the components indexed by $I$ only regards $\beta^{(0, j)}$.

The results presented in the remainder of this section refer all to a matrix $G(x, Y, \mathrm{~B}, \Lambda)$ of the form given in Definition 8.11, with component matrices $A^{\left(\beta^{(i, j)}, \lambda^{(i, j)}\right)}, 0 \leq i, j \leq e$, where $\beta^{(i, j)}, \lambda^{(i, j)}$ satisfy conditions $8.11-8.11,8.11-8.11$ for any $i, j$.

Lemma 8.16. With the notation above, the following hold:

1. If $\ell_{0}=k_{0}$, then the vectors forming $\mathrm{B}_{\bar{I}_{0}}$ and $\Lambda_{\bar{I}_{0}}-$ which define $G_{\bar{I}_{0}}\left(x, Y, \mathrm{~B}_{\bar{I}_{0}}, \Lambda_{\bar{I}_{0}}\right)-$ satisfy conditions 8.11-8.11, 8.11-8.11.
2. If $\ell_{0}<k_{0}$, then, for any $I \subseteq\left[\ell_{0}+r\right]$ of cardinality $\ell_{0}$, the matrix $G_{\bar{I}}\left(x, Y, \mathrm{~B}_{\bar{I}}, \Lambda_{\bar{I}}\right)$ can be written as

$$
\left(\begin{array}{cc}
\operatorname{diag}\left(x^{\beta_{\bar{I}}^{(0,1)}}\right) & 0 \\
0 & \text { Id }
\end{array}\right) \widetilde{G}_{\bar{I}}\left(x, Y, \widetilde{\mathrm{~B}}_{\bar{I}}, \widetilde{\Lambda}_{\bar{I}}\right),
$$

where Id is the identity matrix and $\widetilde{G}_{\bar{I}}\left(x, Y, \widetilde{\mathrm{~B}}_{\bar{I}}, \widetilde{\Lambda}_{\bar{I}}\right)$ is a $\left(k_{0}^{\prime}+k_{2}+\cdots+k_{e}\right) \times\left(\ell_{1}+\cdots+\ell_{e}\right)$ matrix of the form (8.7), where $k_{0}^{\prime}=k_{0}+k_{1}-\ell_{0}$ and whose defining vectors in $\widetilde{\mathrm{B}}_{\bar{I}}$ and $\widetilde{\Lambda}_{\bar{I}}$ satisfy conditions 8.11-8.11, 8.11-8.11.

Proof. 1. If $\ell_{0}=k_{0}$, then

$$
G_{\bar{I}_{0}}\left(x, Y, \mathrm{~B}_{\bar{I}_{0}}, \Lambda_{\bar{I}_{0}}\right)=\left(\begin{array}{cccc}
A_{0,0}^{\prime} & A_{0,1}^{\prime} & \cdots & A_{0, e-1}^{\prime} \\
& A_{1,1}^{\prime} & \cdots & A_{1, e-1}^{\prime} \\
& & \ddots & \vdots \\
& & & A_{e-1, e-1}^{\prime}
\end{array}\right) \text {, }
$$

where $A_{i, j}^{\prime}=A_{i+1, j+1}$ for any $0 \leq i, j \leq e-1$, therefore the vectors $\beta^{(i, j)}, \lambda^{(i, j)}$ defining each $A_{i, j}$ clearly satisfy conditions 8.11-8.11, 8.11-8.11.
2. Assume $\ell_{0}<k_{0}$. Note that, for any set of indices $I \subseteq\left[\ell_{0}+r\right], G_{\bar{I}}\left(x, Y, \mathrm{~B}_{\bar{I}}, \Lambda_{\bar{I}}\right)$ is a $\left(k_{0}^{\prime}+k_{2}+\cdots+k_{e}\right) \times\left(\ell_{1}+\cdots+\ell_{e}\right)$, where $k_{0}^{\prime}=k_{0}+k_{1}-\ell_{0}$. Clearly,

$$
G_{\bar{I}}\left(x, Y, \mathrm{~B}_{\bar{I}}, \Lambda_{\bar{I}}\right)=\left(\begin{array}{cc}
\operatorname{diag}\left(x^{\beta_{\bar{I}}^{(0,1)}}\right) & 0 \\
0 & \mathrm{Id}
\end{array}\right) \widetilde{G}_{\bar{I}}\left(x, Y, \widetilde{\mathrm{~B}}_{\bar{I}}, \widetilde{\Lambda}_{\bar{I}}\right),
$$

and

$$
\widetilde{G}_{\bar{I}}\left(x, Y, \widetilde{\mathrm{~B}}_{\bar{I}}, \widetilde{\Lambda}_{\bar{I}}\right)=\left(\begin{array}{cccc}
A_{0,0}^{\prime} & A_{0,1}^{\prime} & \cdots & A_{0, e-1}^{\prime} \\
& A_{1,1}^{\prime} & \cdots & A_{1, e-1}^{\prime} \\
& & \ddots & \vdots \\
& & & A_{e-1, e-1}^{\prime}
\end{array}\right),
$$

where $A_{i, j}^{\prime}=A_{i+1, j+1}$ for any $1 \leq i, j \leq e-1$. Hence, for $i \geq 1$ all the conditions are satisfied. It is left to prove the result for $i=0$.

Conditions 8.11-8.11 are trivially satisfied, since they are related to the vectors of exponents in the generalized Vandermonde matrices, on which we do not make operations. If $\widetilde{\mathrm{B}}_{\bar{I}}=\left(\widetilde{\beta}^{(i, j)}\right)_{i, j}$, then, because of Remark 8.15, it follows that for any $0 \leq j \leq e-1$, we
have that

$$
\begin{equation*}
\widetilde{\beta}^{(0, j)}=\left(\beta_{\bar{I}}^{(0, j+1)} \mid \beta^{(1, j+1)}\right)-\left(\beta_{\bar{I}}^{(0,1)} \mid 0\right), \tag{8.8}
\end{equation*}
$$

where 0 represents the zero vector and the difference is made componentwise. Here, we used the concatenation symbol just to stress that the deletion of components indexed by $I$ only regards the 0 -th row.
(b1) $\widetilde{\beta}^{(0,0)}=0$.
(b2) To show this, we have to consider three cases:
i. If $s \in\left\{3, \ldots, k_{0}-\ell_{0}-2\right\}$ we consider $\widetilde{\beta}^{(0, j)}=\beta_{\overline{\bar{I}}}^{(0, j+1)}-\beta_{\bar{I}}^{(0,1)}$, with abuse of notation, in the sense of (8.8). For any $1 \leq h \leq k_{0}-\ell_{0}$, we denote by $\beta_{\bar{I}, h}^{(0, j)}$ the $h$-th entry of $\beta_{\bar{I}}^{(0, j)}$. We need to verify that

$$
\beta_{\bar{I}, s-2}^{(0, j+1)}-\beta_{\bar{I}, s-2}^{(0,1)}-\beta_{\bar{I}, s-1}^{(0, j+1)}+\beta_{\bar{I}, s-1}^{(0,1)} \geq \beta_{\bar{I}, s-1}^{(0, j+1)}-\beta_{\bar{I}, s-1}^{(0,1)}-\beta_{\bar{I}, s}^{(0, j+1)}+\beta_{\bar{I}, s}^{(0,1)} .
$$

This is true, since by assumption

$$
\beta_{\bar{I}, s-2}^{(0,1)}-\beta_{\bar{I}, s-1}^{(0,1)} \geq \beta_{\bar{I}, s-1}^{(0,1)}-\beta_{\bar{I}, s}^{(0,1)}
$$

and

$$
\beta_{\bar{I}, s-2}^{(0, j+1)}-\beta_{\bar{I}, s-1}^{(0, j+1)} \geq \beta_{\bar{I}, s-1}^{(0, j+1)}-\beta_{\bar{I}, s}^{(0, j+1)} .
$$

ii. If $s \geq k_{0}-\ell_{0}+2$, there is nothing to show, since $\widetilde{\beta}^{(0, j)}=\beta^{(1, j+1)}$ for any $0 \leq j \leq e-2$.
iii. In the other case, the result is ensured by condition 8.11 on $\beta^{(0, j)}$.
(b3) Let $1 \leq j \leq e-1$. For $i=0$, we have that

$$
\begin{array}{ll}
\widetilde{\beta}_{k_{0}-1}^{(0, j)}=\beta_{k_{1}-1}^{(1, j+1)}, & \widetilde{\beta}_{k_{0}}^{(0, j)}=\beta_{k_{1}}^{(1, j+1)}, \\
\widetilde{\beta}_{1}^{(1, j)}=\beta_{1}^{(2, j+1)}, & \widetilde{\beta}_{2}^{(1, j)}=\beta_{2}^{(2, j+1)}
\end{array}
$$

Hence, to verify that

$$
\widetilde{\beta}_{k_{0}-1}^{(0, j)}-\widetilde{\beta}_{k_{0}}^{(0, j)} \geq \widetilde{\beta}_{k_{0}}^{(0, j)}-\widetilde{\beta}_{1}^{(1, j)}+1 \geq \widetilde{\beta}_{2}^{(1, j)}-\widetilde{\beta}_{1}^{(1, j)}+1,
$$

we need to check that

$$
\beta_{k_{1}-1}^{(1, j+1)}-\beta_{k_{1}}^{(1, j+1)} \geq \beta_{k_{1}}^{(1, j+1)}-\beta_{1}^{(2, j+1)}+1 \geq \beta_{2}^{(2, j+1)}-\beta_{1}^{(2, j+1)}+1
$$

that is true by assumption.
(b4) It follows from the expression (8.8), by using the same reasoning of part 8.11.
(b5) It follows by using the same reasoning of part 8.11.

Lemma 8.17. For any $I \subseteq\left[\ell_{0}+r\right]$, such that $|I|=\ell_{0}$ and $I_{0}=\left[\ell_{0}\right]$, it holds that $\beta_{\bar{I}_{0}}^{(0, j)} \leq \beta_{\bar{I}}^{(0, j)}$ componentwise, for any $j$.

Proof. The proof immediately follows from the conditions 8.11-8.11.
Let $L=\left(\ell_{0}, \ldots, \ell_{e}\right), K=\left(k_{0}, \ldots, k_{e}\right)$. We are going to estimate the minimum and the maximum degrees in $x$ of the determinant of the matrix $G(x, Y, \mathrm{~B}, \Lambda)$. We define

$$
\begin{aligned}
\mathrm{d}_{\min }(L, K, \mathrm{~B}, \Lambda) & :=\min \operatorname{deg}_{x}(\operatorname{det}(G(x, Y, \mathrm{~B}, \Lambda))) \in \mathbb{N} \cup\{\infty\} \\
\mathrm{d}_{\max }(L, K, \mathrm{~B}, \Lambda) & :=\max \operatorname{deg}_{x}(\operatorname{det}(G(x, Y, \mathrm{~B}, \Lambda))) \in \mathbb{N} \cup\{\infty\}
\end{aligned}
$$

In the following lemma, we observe that, whenever $\Lambda$ is made of vectors satisfying the conditions $8.11-8.11, \mathrm{~d}_{\min }(L, K, \mathrm{~B}, \Lambda)$ and $\mathrm{d}_{\max }(L, K, \mathrm{~B}, \Lambda)$ only depend on the fixed $L, K$ and B .

Lemma 8.18. Let $\Phi=\left(\phi^{(i, j)}\right)_{i, j}$ and $\mathrm{B}=\left(\beta^{(i, j)}\right)_{i, j}$, such that $\phi^{(i, j)}, \beta^{(i, j)}$ satisfy conditions 8.11-8.11 and $\phi^{(i, j)} \geq \beta^{(i, j)}$ componentwise for any $i, j$. Let $\Lambda=\left(\lambda^{(i, j)}\right)_{i, j}$ be fixed, such that $\lambda^{(i, j)}$ satisfy conditions $8.11-8.11$ for any $i, j$. Then, for any $\Upsilon=\left(v^{(i, j)}\right)_{i, j}$, such that $v^{(i, j)}$ satisfies conditions 8.11-8.11, we have

$$
\begin{aligned}
\mathrm{d}_{\min }(L, K, \Phi, \Upsilon) & \geq \mathrm{d}_{\min }(L, K, \mathrm{~B}, \Lambda) \\
\mathrm{d}_{\max }(L, K, \Phi, \Upsilon) & \geq \mathrm{d}_{\max }(L, K, \mathrm{~B}, \Lambda)
\end{aligned}
$$

Proof. Observe that the determinant of $G(x, Y, \mathrm{~B}, \Lambda)$ is a polynomial in $x$ with coefficients in $\mathbb{F}_{q}[Y]$ and we can express it via the Leibniz formula. Let $N=\sum_{i=0}^{e} k_{i}=\sum_{i=0}^{e} \ell_{i}$ and $\mathcal{S}_{N}$ be the symmetric group of order $N$. Then

$$
\operatorname{det} G(x, Y, \mathrm{~B}, \Lambda)=\sum_{\sigma \in \mathcal{S}_{N}} \operatorname{sgn}(\sigma) \prod_{i=1}^{N} G(x, Y, \mathrm{~B}, \Lambda)_{i, \sigma(i)}=\sum_{\sigma \in \mathcal{S}_{N}} \operatorname{sgn}(\sigma) G^{\sigma}
$$

where $G^{\sigma}=\prod_{i=1}^{N} G(x, Y, \mathrm{~B}, \Lambda)_{i, \sigma(i)}=R_{\sigma, \Lambda}(Y) x^{s_{\sigma, \mathrm{B}}}$, for a suitable $s_{\sigma, \mathrm{B}} \in \mathbb{N}$. Here, $R_{\sigma, \Lambda}(Y)$ is a monomial in $Y$, which can also be 0 , depending on $\sigma$. Hence,

$$
\operatorname{det} G(x, Y, \mathrm{~B}, \Lambda)=\sum_{\sigma \in \mathcal{S}_{N}} R_{\sigma, \Lambda}(Y) x^{s_{\sigma, \mathrm{B}}}=\sum_{\sigma \in Z^{\Lambda}} R_{\sigma, \Lambda}(Y) x^{s_{\sigma, \mathrm{B}}}
$$

where $Z^{\Lambda}:=\left\{\sigma \in \mathcal{S}_{N} \mid G^{\sigma} \neq 0\right\}$. Obviously, as $\sigma(i)=i \in Z^{\Lambda}, Z^{\Lambda} \neq \emptyset$.
Observe that the elements $R_{\sigma, \Lambda}(Y)$, with $\sigma \in Z^{\Lambda}$ are $\mathbb{F}_{q}$-linearly independent. Indeed, they are monomials in $Y$ and they all involve distinct exponents due to conditions 8.11-8.11 on the components of $\Lambda$. This remark is crucial for the rest of the proof.

Let

$$
\begin{aligned}
& P_{\Phi, \Upsilon}(x, Y)=\operatorname{det}(G(x, Y, \Phi, \Upsilon))=\sum_{\sigma \in Z^{\Upsilon}} R_{\sigma, \Upsilon}(Y) x^{s_{\sigma, \Phi}} \\
& P_{\mathrm{B}, \Lambda}(x, Y)=\operatorname{det}(G(x, Y, \mathrm{~B}, \Lambda))=\sum_{\sigma \in Z^{\Lambda}} R_{\sigma, \Lambda}(Y) x^{s_{\sigma, \mathrm{B}}} .
\end{aligned}
$$

The only thing to observe is that $R_{\sigma, \Upsilon}(Y)=0$ if and only if $R_{\sigma, \Lambda}(Y)=0$. This is true because of the previous observation. Indeed, these monomials in $Y$ are linearly independent over $\mathbb{F}_{q}$, hence their nonzeroness depends only on the support of the matrix and not on their exponents. This implies that $Z^{\Upsilon}=Z^{\Lambda}$. In particular, if $R_{\sigma, \Lambda}(Y) x^{\sigma, \mathrm{B}}$ is the monomial in $\mathbb{F}_{q}[Y][x]$ corresponding to the minimum degree in $x$ of $P_{\mathrm{B}, \Lambda}(x, Y)$, then the monomial $R_{\sigma, \Upsilon}(Y) x^{s_{\sigma, \Phi}}$ corresponds to the minimum degree in $x$ of $P_{\Phi, \Upsilon}(x, Y)$. Furthermore, by our assumptions on $\Phi$ and B , we have $s_{\sigma, \mathrm{B}} \leq s_{\sigma, \Phi}$. Hence, $\mathrm{d}_{\min }(L, K, \Phi, \Upsilon) \geq \mathrm{d}_{\text {min }}(L, K, \mathrm{~B}, \Lambda)$. The same argument also holds for the maximum degree.

We are now ready to present how to determine the monomial of minimum degree in $x$ of $\operatorname{det}(G(x, Y, B, \Lambda))$.

Theorem 8.19. The determinant of $G(x, Y, \mathrm{~B}, \Lambda)$ is nonzero. Moreover, the monomial with minimum degree in $x$ of $\operatorname{det}(G(x, Y, \mathrm{~B}, \Lambda))^{1}$ is given by the product of the $\ell_{i} \times \ell_{i}$ minors across the main diagonal, for $i=0, \ldots, e$. More precisely, let $L_{0}$ be the set of the smallest $\ell_{0}$ row indices of $A_{0,0}$, i.e. $L_{0}=\left\{1,2, \ldots, \ell_{0}\right\}$. For any $i=1, \ldots, e$ define $L_{i}$ to be the set of the smallest $\ell_{i}$ row indices corresponding to the $i$-th column block of $G(x, Y, \mathrm{~B}, \Lambda)$ after deleting the rows indexed by $\cup_{j=0}^{i-1} L_{j}$, i.e. $L_{i}$ is given by the first $\ell_{i}$ indices in $\left\{1, \ldots, \sum_{j=0}^{i} k_{j}\right\} \backslash \cup_{j=0}^{i-1} L_{j}$. Then, the monomial with minimum degree in $x$ of $\operatorname{det}(G(x, Y, \mathrm{~B}, \Lambda))$ is the product, for $i=0, \ldots, e$, of the $\ell_{i} \times \ell_{i}$ minors whose rows are indexed by $L_{i}$ and whose columns are the one corresponding to the $i$-th column block for $i=0, \ldots, e$.

Proof. Recall that

$$
G(x, Y, \mathrm{~B}, \Lambda)=\left(\begin{array}{cccc}
A_{0,0} & A_{0,1} & \cdots & A_{0, e} \\
& A_{1,1} & \cdots & A_{1, e} \\
& & \ddots & \vdots \\
& & & A_{e, e}
\end{array}\right)
$$

with $A_{i, j}=A_{i, j}^{\left(\beta^{(i, j)}, \lambda^{(i, j)}\right)}$ and that $\lambda^{(i, j)}$ and $\beta^{(i, j)}$ satisfy the conditions 8.11-8.11 and 8.11-8.11 given in Definition 8.11.

We will prove the result by induction on $e$.

[^0]Base case $e=0$ : In this case, $k_{0}=\ell_{0}$ and $A_{0,0}$ is a generalized Vandermonde matrix, whose determinant is a nonzero polynomial.
Induction case: Assume that the result is true for all the numbers of blocks up to $e$ and prove it for $e+1$ blocks.

This time we are going to use Laplace formula to compute the determinant of $G(x, Y, \mathrm{~B}, \Lambda)$.

$$
\begin{aligned}
\operatorname{det}(G(x, Y, \mathrm{~B}, \Lambda))= & \sum_{\substack{\left.I \subseteq \mid \ell_{0}+r\right] \\
|I| \mid \ell \ell_{0}}}( \pm 1) \operatorname{det}\left(A_{I}(Y)\right) \operatorname{det}\left(G_{\bar{I}}\left(x, Y, \mathrm{~B}_{\bar{I}}, \Lambda_{\bar{I}}\right)\right) \\
= & \sum_{\substack{I \subseteq\left[\ell_{0}+r\right] \\
|I|=\ell_{0}}}( \pm 1) \operatorname{det}\left(A_{I}(Y)\right) \operatorname{det}\left(\begin{array}{cc}
\operatorname{diag}\left(x^{\beta_{\bar{I}}^{(0,1)}}\right) & 0 \\
0 & \mathrm{Id}
\end{array}\right) \operatorname{det}\left(\widetilde{G}_{\bar{I}}\left(x, Y, \mathrm{~B}_{\bar{I}}, \Lambda_{\bar{I}}\right)\right) \\
= & \sum_{\substack{\left.I \subseteq \mid \ell_{0}+r\right] \\
I|I| \ell_{0}}}( \pm 1) \operatorname{det}\left(A_{I}(Y)\right) x^{b_{\bar{I}}} \operatorname{det}\left(\widetilde{G}_{\bar{I}}\left(x, Y, \mathrm{~B}_{\bar{I}}, \Lambda_{\bar{I}}\right)\right) \\
= & \operatorname{det}\left(A_{I_{0}}(Y)\right) x^{b_{\bar{I}}} \operatorname{det}\left(\widetilde{G}_{\bar{I}_{0}}\left(x, Y, \mathrm{~B}_{\bar{I}_{0}}, \Lambda_{\bar{I}_{0}}\right)\right)+ \\
& \sum_{\substack{I \subseteq\left[\ell_{0}+r\right] \\
|I|=\ell_{0} \\
I \neq\left[\ell_{0}\right]}}( \pm 1) \operatorname{det}\left(A_{I}(Y)\right) x^{b_{\bar{I}}} \operatorname{det}\left(\widetilde{G}_{\bar{I}}\left(x, Y, \mathrm{~B}_{\bar{I}}, \Lambda_{\bar{I}}\right)\right) .
\end{aligned}
$$

Observe that $\widetilde{G}_{\bar{I}}\left(x, Y, \mathrm{~B}_{\bar{I}}, \Lambda_{\bar{I}}\right)$ is composed by $e \times e$ blocks and by Lemma 8.16 , the vectors in $\mathrm{B}_{\bar{I}}$ and $\Lambda_{\bar{I}}$ satisfy conditions 8.11-8.11 and 8.11-8.11, that is $\widetilde{G}_{\bar{I}}\left(x, Y, \mathrm{~B}_{\bar{I}}, \Lambda_{\bar{I}}\right)$ is of the form given in Definition 8.11.

Let $M:=\mathrm{d}_{\min }\left(L_{\bar{I}_{0}}, K_{\bar{I}_{0}}, \mathrm{~B}_{\bar{I}_{0}}, \Lambda_{\bar{I}_{0}}\right)$. Now, from Lemma 8.17 and Lemma 8.18 we have that $M \leq \mathrm{d}_{\min }\left(L_{\bar{I}}, K_{\bar{I}}, \widetilde{\mathrm{~B}}_{\bar{I}}, \widetilde{\Lambda}_{\bar{I}}\right)$, for any $I \subseteq\left[\ell_{0}+r\right]$, with $|I|=\ell_{0}$. Hence, we can write $\mathrm{d}_{\min }\left(L_{\bar{I}}, K_{\bar{I}}, \mathrm{~B}_{\bar{I}}, \Lambda_{\bar{I}}\right)=$ $M+s_{I}$, where $s_{I} \in \mathbb{N}$ depends on the chosen $I$.

Therefore,

$$
\begin{aligned}
\operatorname{det}(G(x, Y, \mathrm{~B}, \Lambda)) & =x^{b_{\bar{I}_{0}}} \operatorname{det}\left(A_{I_{0}}(Y)\right) x^{M}\left(P_{I_{0}}(Y)+x Q_{I_{0}}(x, Y)\right)+ \\
& +\sum_{\substack{I \subseteq\left[\ell_{0}+r\right] \\
|I|=\ell_{0} \\
I \neq\left[\ell_{0}\right]}}( \pm 1) x^{b_{I}} x^{M+s_{I}} \operatorname{det}\left(A_{I}(Y)\right)\left(P_{I}(Y)+x Q_{I}(x, Y)\right),
\end{aligned}
$$

where $P_{I_{0}}(Y), P_{I}(Y) \neq 0$, for any $I$.
By definition of $b_{\bar{I}}$ and $\beta^{(i, j)}$, it is evident that $b_{\bar{I}_{0}}<b_{\bar{I}}$ for any $I \neq I_{0}$. Hence, we have that $M$ is the minimum degree of the determinant of $G_{\bar{I}_{0}}\left(x, Y, \mathrm{~B}_{\bar{I}_{0}}, \Lambda_{\bar{I}_{0}}\right)$ and, by inductive hypothesis, the corresponding monomial is obtained by multiplying the $\ell_{i} \times \ell_{i}$ minors across the main diagonal for $i=1, \ldots, e$. Therefore, the minimum degree in $x$ of $\operatorname{det}(G(x, Y, \mathrm{~B}, \Lambda))$ is $b_{\bar{I}_{0}}+M$ and its corresponding monomial is given by the product of the determinants obtained by selecting the
first $\ell_{0}$ rows and columns and the $\ell_{i} \times \ell_{i}$ minors across the main diagonal, as explained in the statement.

We now provide an exhaustive example from which will illustrate Theorem 8.19.
Example 8.20. Next, we show an example of how to construct the matrix $G(x, Y, \mathrm{~B}, \Lambda)$ given in Definition 8.11 and use Theorem 8.19 to determine the monomial of minimum degree in $x$ of $\operatorname{det}(G(x, Y, \mathrm{~B}, \Lambda))$. Let $e=2$ and $\left(k_{0}, k_{1}, k_{2}\right)=(3,4,5),\left(\ell_{0}, \ell_{1}, \ell_{2}\right)=(2,4,6) \in \mathbb{N}^{3}$. The blocks $A_{i, j}$ with $0 \leq i \leq j \leq 2$ composing $G(x, Y, \mathrm{~B}, \Lambda)$ are of the form

$$
\begin{aligned}
A_{i, j} & =\operatorname{diag}\left(x^{\beta^{(i, j)}}\right) V\left(\lambda^{(i, j)}, y^{(j)}\right) \\
& =\left(\begin{array}{cccc}
x^{\beta_{1}^{(i, j)}}\left(y_{1}^{(j)}\right)^{\lambda_{1}^{(i, j)}} x^{\beta_{1}^{(i, j)}}\left(y_{2}^{(j)}\right)^{\lambda_{1}^{(i, j)}} & \cdots & x^{\beta_{1}^{(i, j)}}\left(y_{\ell_{j}}^{(j)}\right)^{\lambda_{1}^{(i, j)}} \\
x^{\beta_{2}^{(i, j)}}\left(y_{1}^{(j)}\right)^{\lambda_{2}^{(i, j)}} & x^{\beta_{2}^{(i, j)}}\left(y_{2}^{(j)}\right)^{\lambda_{2}^{(i, j)}} & \cdots & x^{\beta_{2}^{(i, j)}}\left(y_{\ell_{j}}^{(j)}\right)^{\lambda_{2}^{(i, j)}} \\
\vdots & \vdots & \ddots & \vdots \\
x^{\beta_{k_{i}}^{(i, j)}}\left(y_{1}^{(j)}\right)^{\lambda_{k_{i}}^{(i, j)}} & x^{\beta_{k_{i}}^{(i, j)}}\left(y_{2}^{(j)}\right)^{\lambda_{k_{i}}^{(i, j)}} & \cdots & x^{\beta_{k_{i}}^{(i, j)}}\left(y_{\ell_{j}}^{(j)}\right)^{\lambda_{k_{i}}^{(i, j)}}
\end{array}\right) .
\end{aligned}
$$

Consider $Y:=\left(y^{(0)}, y^{(1)}, y^{(2)}\right)$ the vector of variables, where

$$
\begin{aligned}
y^{(0)} & =\left(y_{1}^{(0)}, y_{2}^{(0)}\right)=\left(y_{1}, y_{2}\right), \\
y^{(1)} & =\left(y_{1}^{(1)}, y_{2}^{(1)}, y_{3}^{(1)}, y_{4}^{(1)}\right)=\left(z_{1}, z_{2}, z_{3}, z_{4}\right), \\
y^{(2)} & =\left(y_{1}^{(2)}, y_{2}^{(2)}, y_{3}^{(2)}, y_{4}^{(2)}, y_{5}^{(2)}, y_{6}^{(2)}\right)=\left(w_{1}, w_{2}, w_{3}, w_{4}, w_{5}, w_{6}\right) .
\end{aligned}
$$

Let $\beta^{(i, j)}=\left(\beta_{1}^{(i, j)}, \ldots, \beta_{k_{i}}^{(i, j)}\right)$ be the vector consisting of the powers of $x$ of the rows of $A_{i, j}$, with $0 \leq i \leq j \leq 2$. We only take the values for a fixed column of $A_{i, j}$, since that every column has the same powers. Let

$$
\mathrm{B}:=\left(\beta^{(0,0)}, \beta^{(0,1)}, \beta^{(0,2)}, \beta^{(1,1)}, \beta^{(1,2)}, \beta^{(2,2)}\right),
$$

where, in order to lighten the notation, we define

$$
\begin{aligned}
& \beta^{(0,0)}=(0,0,0) \quad \beta^{(0,1)}=(2,1,0) \beta^{(0,2)}=(9,7,5) \\
& \beta^{(1,1)}=(0,0,0,0) \beta^{(1,2)}=(3,2,1,0) \\
& \beta^{(2,2)}=(0,0,0,0,0)
\end{aligned}
$$

Now, let $\lambda^{(i, j)}=\left(\lambda_{1}^{(i, j)}, \ldots, \lambda_{k_{i}}^{(i, j)}\right)$ be the vector composed by the powers of variables $Y$ of a fixed column of $A_{i, j}$, with $0 \leq i \leq j \leq 2$. In our case, we obtain that

$$
\Lambda:=\left(\lambda^{(0,0)}, \lambda^{(0,1)}, \lambda^{(0,2)}, \lambda^{(1,1)}, \lambda^{(1,2)}, \lambda^{(2,2)}\right),
$$

where

$$
\begin{aligned}
& \lambda^{(0,0)}=(2,1,0) \quad \lambda^{(0,1)}=(6,5,4) \lambda^{(0,2)}=(11,10,9) \\
& \lambda^{(1,1)}=(3,2,1,0) \lambda^{(1,2)}=(8,7,6,5) \\
& \lambda^{(2,2)}=(4,3,2,1,0) .
\end{aligned}
$$

It is easy to check that the values $\beta^{(i, j)}$ and $\lambda^{(i, j)}$ of the vectors B and $\Lambda$, respectively, satisfy the conditions of Definition 8.11.

Hence, the matrix $G(x, Y, \mathrm{~B}, \Lambda)$ is given by

$$
\begin{aligned}
& G(x, Y, \mathrm{~B}, \Lambda)=\left(\begin{array}{lll}
A_{0,0} & A_{0,1} & A_{0,2} \\
& A_{1,1} & A_{1,2} \\
& & A_{2,2}
\end{array}\right)= \\
& \left(\begin{array}{cc:cccc:cccccc}
y_{1}^{2} & y_{2}^{2} & x^{2} z_{1}^{6} & x^{2} z_{2}^{6} & x^{2} z_{3}^{6} & x^{2} z_{4}^{6} & x^{9} w_{1}^{11} & x^{9} w_{2}^{11} & x^{9} w_{3}^{11} & x^{9} w_{4}^{11} & x^{9} w_{5}^{11} & x^{9} w_{6}^{11} \\
y_{1} & y_{2} & x z_{1}^{5} & x z_{2}^{5} & x x_{3}^{5} & x x_{4}^{5} & x^{7} w_{1}^{10} & x^{7} w_{2}^{10} & x^{7} w_{3}^{10} & x^{7} w_{4}^{10} & x^{7} w_{5}^{10} & x^{7} w_{6}^{10} \\
1 & 1 & z_{1}^{4} & z_{2}^{4} & z_{3}^{4} & z_{4}^{4} & x^{5} w_{1}^{9} & x^{5} w_{2}^{9} & x^{5} w_{3}^{9} & x^{5} w_{4}^{9} & x^{5} w_{5}^{9} & x^{5} w_{6}^{9} \\
\hdashline & \hdashline z_{1}^{3} & z_{2}^{3} & z_{3}^{3} & z_{4}^{3} & x^{3} w_{1}^{8} & x^{3} w_{2}^{8} & x^{3} w_{3}^{8} & x^{3} w_{4}^{8} & x^{3} w_{5}^{8} & x^{3} w_{6}^{8} \\
\hdashline & z_{1}^{2} & z_{2}^{2} & z_{3}^{2} & z_{4}^{2} & x^{2} w_{1}^{7} & x^{2} w_{2}^{7} & x^{2} w_{3}^{7} & x^{2} w_{4}^{7} & x^{2} w_{5}^{7} & x^{2} w_{6}^{7} \\
& z_{1} & z_{2} & z_{3} & z_{4} & x w_{1}^{6} & x w_{2}^{6} & x w_{3}^{6} & x w_{4}^{6} & x w_{5}^{6} & x w_{6}^{6} \\
& 1-1-1 & 1 & w_{1}^{5} & w_{2}^{5} & w_{3}^{5} & w_{4}^{5} & w_{5}^{5} & w_{6}^{5} \\
\hdashline & \hdashline & & & w_{1}^{4} & w_{2}^{4} & w_{3}^{4} & w_{4}^{4} & w_{5}^{4} & w_{6}^{4} \\
& & & & w_{1}^{3} & w_{2}^{3} & w_{3}^{3} & w_{4}^{3} & w_{5}^{3} & w_{6}^{3} \\
& & & & w_{1}^{2} & w_{2}^{2} & w_{3}^{2} & w_{4}^{2} & w_{5}^{2} & w_{6}^{2} \\
& & & & & & & 1 & 1 & 1 & 1 & 1
\end{array}\right) .
\end{aligned}
$$

In order to compute the minimum degree in $x$ of the determinant of $G(x, Y, \mathrm{~B}, \Lambda)$ we use Theorem 8.19. To this end, we need to define the sets $L_{i}$ for $i=0,1,2$, given in Theorem 8.19. $L_{0}$ is the set of the smallest $\ell_{0}$ row indices of $A_{0,0}$, that is $L_{0}=\{1,2\}$, and the rest of sets $L_{i}$ are given by the first $l_{i}$ indices in $\left\{1, \ldots, \sum_{j=0}^{i} k_{j}\right\} \backslash \cup_{j=0}^{i-1} L_{j}$. First, we obtain these previous subsets for any $i=1,2$. $L_{1}$ is composed by the first $\ell_{1}=4$ indices in

$$
\left\{1, \ldots, k_{0}+k_{1}\right\} \backslash L_{0}=\{1,2,3,4,5,6,7\} \backslash\{1,2\}=\{3,4,5,6,7\}
$$

that is, $L_{1}=\{3,4,5,6\}$; and $L_{2}$ is composed by the first $l_{2}$ indices in

$$
\left\{1, \ldots, k_{0}+k_{1}+k_{2}\right\} \backslash\left(L_{0} \cup L_{1}\right)=\{1,2, \ldots, 12\} \backslash\{1,2,3,4,5,6\}=\{7,8,9,10,11,12\}
$$

that is, $L_{2}=\{7,8,9,10,11,12\}$. By applying Theorem 8.19, we have that the monomial of
minimal degree in $x$ of $\operatorname{det}(G(x, Y, \mathrm{~B}, \Lambda))$ is the product of three square minors, whose rows are indexed by $L_{i}$ for $i=0,1,2$, given in the diagonal of the matrix $G(x, Y, \mathrm{~B}, \Lambda)$
$\left(\begin{array}{cc|cccccccccc}\hline y_{1}^{2} & y_{2}^{2} & x^{2} z_{1}^{6} & x^{2} z_{2}^{6} & x^{2} z_{3}^{6} & x^{2} z_{4}^{6} & x^{9} w_{1}^{11} & x^{9} w_{2}^{11} & x^{9} w_{3}^{11} & x^{9} w_{4}^{11} & x^{9} w_{5}^{11} & x^{9} w_{6}^{11} \\ y_{1} & y_{2} & x z_{1}^{5} & x z_{2}^{5} & x z_{3}^{5} & x z_{4}^{5} & x^{7} w_{1}^{10} & x^{7} w_{2}^{10} & x^{7} w_{3}^{10} & x^{7} w_{4}^{10} & x^{7} w_{5}^{10} & x^{7} w_{6}^{10} \\ \hline 1 & 1 & z_{1}^{4} & z_{2}^{4} & z_{3}^{4} & z_{4}^{4} & x^{5} w_{1}^{9} & x^{5} w_{2}^{9} & x^{5} w_{3}^{9} & x^{5} w_{4}^{9} & x^{5} w_{5}^{9} & x^{5} w_{6}^{9} \\ & & z_{1}^{3} & z_{2}^{3} & z_{3}^{3} & z_{4}^{3} & x^{3} w_{1}^{8} & x^{3} w_{2}^{8} & x^{3} w_{3}^{8} & x^{3} w_{4}^{8} & x^{3} w_{5}^{8} & x^{3} w_{6}^{8} \\ & & z_{1}^{2} & z_{2}^{2} & z_{3}^{2} & z_{4}^{2} & x^{2} w_{1}^{7} & x^{2} w_{2}^{7} & x^{2} w_{3}^{7} & x^{2} w_{4}^{7} & x^{2} w_{5}^{7} & x^{2} w_{6}^{7} \\ & z_{1} & z_{2} & z_{3} & z_{4} & x w_{1}^{6} & x w_{2}^{6} & x w_{3}^{6} & x w_{4}^{6} & x w_{5}^{6} & x w_{6}^{6} \\ & 1 & 1 & 1 & 1 & w_{1}^{5} & w_{2}^{5} & w_{3}^{5} & w_{4}^{5} & w_{5}^{5} & w_{6}^{5} \\ & & & & & & w_{1}^{4} & w_{2}^{4} & w_{3}^{4} & w_{4}^{4} & w_{5}^{4} & w_{6}^{4} \\ & & & & & & w_{1}^{3} & w_{2}^{3} & w_{3}^{3} & w_{4}^{3} & w_{5}^{3} & w_{6}^{3} \\ & & & & & & w_{2}^{2} & w_{3}^{2} & w_{4}^{2} & w_{5}^{2} & w_{6}^{2} \\ & & & & & w_{2} & w_{3} & w_{4} & w_{5} & w_{6} \\ & & & & 1 & 1 & 1 & 1 & 1 \\ \hline\end{array}\right.$

This product of determinants produces the monomial in $\mathbb{F}_{q}[Y][x]$ of minimal degree in $x$ (that is 0 ) given by

$$
y_{1} y_{2} z_{1} z_{2} z_{3} z_{4}\left(y_{1}-y_{2}\right) \prod_{1 \leq i<j \leq 4}\left(z_{i}-z_{j}\right) \prod_{1 \leq i<j \leq 6}\left(w_{i}-w_{j}\right) .
$$

We also obtain a similar result for the maximum degree. This time the monomial of maximum degree is obtained by taking the product of another set of minors. However, we will omit the proof, since it is technical and it is based on the same idea of the proof of Theorem 8.19. Using induction and Laplace formula for computing the determinant, one reduces to the case of one block less, estimating the degrees of monomials by means of Lemma 8.18.

Theorem 8.21. Let $L_{0}$ be the set of the highest $\ell_{0}$ row indices of $A_{0,0}$, i.e. $L_{0}=\left\{k_{0}-\ell_{0}+\right.$ $\left.1, k_{0}-\ell_{0}+2, \ldots, k_{0}\right\}$. For any $i=1, \ldots, e$ define $L_{i}$ to be the set of the highest $\ell_{i}$ row indices corresponding to the $i$-th column block of $G(x, Y, \mathrm{~B}, \Lambda)$ after deleting the rows indexed by $\cup_{j=0}^{i-1} L_{j}$, i.e. $L_{i}$ is given by the highest $\ell_{i}$ indices in $\left\{1, \ldots, \sum_{j=0}^{i} k_{j}\right\} \backslash \cup_{j=0}^{i-1} L_{j}$. Then, the monomial with maximum degree in $x$ of $\operatorname{det}(G(x, Y, \mathrm{~B}, \Lambda))$ is the product, for $i=0, \ldots, e$, of the $\ell_{i} \times \ell_{i}$ minors whose rows are indexed by $L_{i}$ and whose columns are the one corresponding to the $i$-th column block for $i=0, \ldots, e$.

Example 8.22. Following the same setting as the one in Example 8.20, we illustrate how Theorem 8.21 works. In this case, we have that the monomial with maximal degree in $x$ of $G(x, Y, \mathrm{~B}, \Lambda)$ is obtained taking $L_{0}=\{2,3\}, L_{1}=\{4,5,6,7\}$ and $L_{2}=\{1,8,9,10,11,12\}$.

Graphically, the product of the three minors are given below

| $\left(\begin{array}{ll}y_{1}^{2} & y_{2}^{2}\end{array}\right.$ | $x^{2} z_{1}^{6}$ | $x^{2} z_{2}^{6}$ | $x^{2} z_{3}^{6}$ | $x^{2} z_{4}^{6}$ | $x^{9} w_{1}^{11}$ | $x^{9} w_{2}^{11}$ | $x^{9} w_{3}^{11}$ | $x^{9} w_{4}^{11}$ | $x^{9} w_{5}^{11}$ | $x^{9} w_{6}^{11}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $y_{1} y_{1} y_{2}$ | $x z_{1}^{5}$ | $x z_{2}^{5}$ | $x z_{3}^{5}$ | $x z_{4}^{5}$ | $x^{7} w_{1}^{10}$ | $x^{7} w_{2}^{10}$ | $x^{7} w_{3}^{10}$ | $x^{7} w_{4}^{10}$ | $x^{7} w_{5}^{10}$ | $x^{7} w_{6}^{10}$ |
|  | $z_{1}^{4}$ | $z_{2}^{4}$ | $z_{3}^{4}$ | $z_{4}^{4}$ | $x^{5} w_{1}^{9}$ | $x^{5} w_{2}^{9}$ | $x^{5} w_{3}^{9}$ | $x^{5} w_{4}^{9}$ | $x^{5} w_{5}^{9}$ | $x^{5} w_{6}^{9}$ |
|  | $z_{1}^{3}$ | $z_{2}^{3}$ | $z_{3}^{3}$ | $z_{4}^{3}$ | $x^{3} w_{1}^{8}$ | $x^{3} w_{2}^{8}$ | $x^{3} w_{3}^{8}$ | $x^{3} w_{4}^{8}$ | $x^{3} w_{5}^{8}$ | $x^{3} w_{6}^{8}$ |
|  | $z_{1}^{2}$ | $z_{2}^{2}$ | $z_{3}^{2}$ | $z_{4}^{2}$ | $x^{2} w_{1}^{7}$ | $x^{2} w_{2}^{7}$ | $x^{2} w_{3}^{7}$ | $x^{2} w_{4}^{7}$ | $x^{2} w_{5}^{7}$ | $x^{2} w_{6}^{7}$ |
|  | $z_{1}$ | $z_{2}$ | $z_{3}$ | $z_{4}$ | $x w_{1}^{6}$ | $x w_{2}^{6}$ | $x w_{3}^{6}$ | $x w_{4}^{6}$ | $x w_{5}^{6}$ | $x w_{6}^{6}$ |
|  | 1 | 1 | 1 | 1 | $w_{1}^{5}$ | $w_{2}^{5}$ | $w_{3}^{5}$ | $w_{4}^{5}$ | $w_{5}^{5}$ | $w_{6}^{5}$ |
|  |  |  |  |  | $w_{1}^{4}$ | $w_{2}^{4}$ | $w_{3}^{4}$ | $w_{4}^{4}$ | $w_{5}^{4}$ | $w_{6}^{4}$ |
|  |  |  |  |  | $w_{1}^{3}$ | $w_{2}^{3}$ | $w_{3}^{3}$ | $w_{4}^{3}$ | $w_{5}^{3}$ | $w_{6}^{3}$ |
|  |  |  |  |  | $w_{1}^{2}$ | $w_{2}^{2}$ | $w_{3}^{2}$ | $w_{4}^{2}$ | $w_{5}^{2}$ | $w_{6}^{2}$ |
|  |  |  |  |  | $w_{1}$ | $w_{2}$ | $w_{3}$ | $w_{4}$ | $w_{5}$ | $w_{6}$ |
|  |  |  |  |  | 1 | 1 | 1 | 1 | 1 | ) |

We are now ready to give a proof of Theorem 8.8, which is based on the result of Theorem 8.19.

Proof of Theorem 8.8. Let $\mathcal{C}$ be the $(n, k, \delta)_{q^{s}}$ convolutional code $\mathcal{C}_{k, n}^{\delta}(\gamma, \alpha)$. Set $L:=\left\lfloor\frac{\delta}{k}\right\rfloor+$ $\left\lfloor\frac{\delta}{n-k}\right\rfloor$ and let

$$
G_{L}^{\mathrm{c}}:=\left(\begin{array}{cccc}
G_{0} & G_{1} & \cdots & G_{L} \\
& G_{0} & \cdots & G_{L-1} \\
& & \ddots & \vdots \\
& & & G_{0}
\end{array}\right)
$$

be the $L$-th truncated sliding generator matrix. Moreover, for $i=0, \ldots, L$, let $G_{i}(x)$ be the matrix $G_{i}$ where we have substituted the element $\gamma \in \mathbb{F}_{q^{s}}$ with an algebraically independent variable $x$, and $G_{L}^{\mathrm{c}}(x)$ be corresponding $L$-th truncated sliding generator matrix. With this notation, we have that $G_{i}(\gamma)=G_{i}$ for $i=0, \ldots, L$ and hence $G_{L}^{\mathrm{c}}(\gamma)=G_{L}^{\mathrm{c}}$. Moreover, by Lemma 8.7, we only need to prove that $p(\gamma) \neq 0$ for every $p(x) \in \mathcal{P}(k, n, \delta, \alpha)$.
Now we divide the proof in two distinct cases.
Case I: $\delta=k m$. In this case, every matrix $G_{i}$ appearing as a block of $G_{L}^{\mathrm{c}}$ is either $M_{i}$ or the zero matrix. With this setting, we analyze two subcases.

Case I-A: $k m<n-k$. We consider the column blocks of $G_{L}^{\mathrm{c}}(x)$ indexed by $0,1, \ldots, L$. Let $F(x)$ be a square $(L+1) k \times(L+1) k$ submatrix of $G_{L}^{\mathrm{c}}(x)$ obtained by selecting $\bar{\ell}_{i}$ columns from the $i$-th column block, where the $\bar{\ell}_{i}$ 's satisfy (8.1). Let $I_{F}:=\left\{t_{0}, t_{1}, \ldots, t_{e}\right\}$ be the set of indices of the column blocks involved in the selection of $F(x)$ (i.e. $a \in I_{F}$ if and only if there exists a column of $F(x)$ which comes from the $a$-th column block), where we have ordered them as $0 \leq t_{0}<\ldots<t_{e} \leq e$. At this point, one can see that $F(x)$ is a block upper triangular matrix of
the form

$$
F(x)=\left(\begin{array}{cccc}
A_{0,0} & A_{0,1} & \cdots & A_{0, e} \\
& A_{1,1} & \cdots & A_{1, e} \\
& & \ddots & \vdots \\
& & & A_{e, e}
\end{array}\right)
$$

where $A_{0, j} \in \mathbb{F}_{q}[x]^{\left(\left(t_{0}+1\right) k\right) \times \bar{\ell}_{t_{j}}}$, and $A_{i, j} \in \mathbb{F}_{q}[x]^{\left(\left(t_{i}-t_{i-1}\right) k\right) \times \bar{\ell}_{t_{j}}}$ for $1 \leq i \leq e$ and $0 \leq j \leq e$. Now, we are going to show that $F(x)$ is obtained from a matrix of the form $G(x, Y, \mathrm{~B}, \Lambda)$, after a suitable specialization of $Y$. Let us define $k_{0}:=\left(t_{0}+1\right) k, k_{i}:=\left(t_{i}-t_{i-1}\right) k$ for $1 \leq i \leq e$ and $\ell_{j}:=\bar{\ell}_{t_{j}}$ for $0 \leq j \leq e$. One can see that for each $s$ such that $0 \leq s \leq e-1$, we have

$$
\sum_{j=0}^{s} \ell_{j}=\sum_{j=0}^{t_{s}} \bar{\ell}_{j} \leq\left(t_{s}+1\right) k=\left(t_{0}+1\right) k+\sum_{j=1}^{s}\left(t_{j}-t_{j-1}\right) k=\sum_{j=0}^{s} k_{j},
$$

and that

$$
\sum_{j=0}^{e} \ell_{j}=\sum_{j=0}^{t_{e}} \bar{\ell}_{j}=(L+1) k=\sum_{j=0}^{e} k_{j} .
$$

By definition, in each block $A_{i, j}$, every row is a monomial in $x$ with constant degree, and hence it can be written as $\operatorname{diag}\left(x^{\beta^{(i, j)}}\right) V\left(\lambda^{(i, j)}, \alpha^{(j)}\right)$, for suitable $\beta^{(i, j)}, \lambda^{(i, j)} \in \mathbb{N}^{k_{i}}$, and some $\alpha^{(j)} \in \mathbb{F}_{q}^{\ell_{j}}$ obtained selecting $\ell_{j}$ entries from $\alpha$. Lengthy computations show that the vectors $\beta^{(i, j)}$ 's satisfy the conditions 8.11-8.11 and that the vectors $\lambda^{(i, j)}$ 's satisfy the conditions 8.11-8.11. Define now $\widehat{\mathrm{B}}:=\left(\beta^{(i, j)}\right)_{i, j}, \widehat{\Lambda}:=\left(\lambda^{(i, j)}\right)_{i, j}, \mathrm{~A}=\left(\alpha^{(j)}\right)_{j}$. Hence, our submatrix $F(x)$ is obtained from the matrix $G(x, Y, \widehat{\mathrm{~B}}, \widehat{\Lambda})$ by evaluating the $Y$ in a suitable vector A of $\alpha_{i}$ 's, i.e. $F(x)=G(x, \mathrm{~A}, \widehat{\mathrm{~B}}, \widehat{\Lambda})$.

By Theorem 8.19, the determinant of $G(x, Y, \widehat{\mathrm{~B}}, \widehat{\Lambda})$ is a nonzero polynomial in $x$ and $Y$, which we denote by $f(x, Y)=\sum_{i} f_{i}(Y) x^{i}$. Therefore, $\operatorname{det}(F(x))=f(x, \mathrm{~A})$. It remains to prove that $f(x, \mathrm{~A})$ is still a nonzero polynomial, i.e.that there exists at least one index $i$ such that $f_{i}(\mathrm{~A}) \neq 0$. By Theorem 8.19 we know that the monomial of minimum degree in $x$ is $f_{b}(Y) x^{b}$, for some $b \in \mathbb{N}$, and it is obtained by multiplying the $\ell_{i} \times \ell_{i}$ minors along the main diagonal. By the structure of these minors, we have that for every $i \in\{0, \ldots, e\}$, there exist integers $b_{i}, t_{i} \in \mathbb{N}$ and a set $J_{i} \subseteq[n]$ with $\left|J_{i}\right|=\ell_{i}$, such that the corresponding $\ell_{i} \times \ell_{i}$ minor is given by

$$
\left(\prod_{j \in J_{i}} \alpha_{j}\right)^{t_{i}} x^{b_{i}} \operatorname{det}\left(V\left(\alpha^{(i)},\left(0,1, \ldots, k_{i}-1\right)\right)\right),
$$

where $J_{i}$ is selected from $\alpha$ in order to get $\alpha^{(i)}$, and where $b=b_{0}+\cdots+b_{e}$. Since the matrices $V\left(\alpha^{(i)},\left(0,1, \ldots, k_{i}-1\right)\right)$ are classical Vandermonde matrices with pairwise distinct and nonzero defining entries, we get $f_{b}(\mathrm{~A}) \neq 0$ and so $f(x, \mathrm{~A}) \neq 0$.

Notice that the product of the $\ell_{i} \times \ell_{i}$ minors along the main diagonal for $i=0, \ldots, e$ corresponds to the product of the $\bar{\ell}_{i} \times \bar{\ell}_{i}$ minors along the main diagonal for $i=0, \ldots, L$, if we use
the convention that the determinant of a $0 \times 0$ matrix is 1 .
This shows that the set $\mathcal{P}(k, n, k m, \alpha)$ does not contain the zero-polynomial. Let $p(x) \in$ $\mathcal{P}(k, n, k m, \alpha)$. Since $p(x) \neq 0$, we can write $p(x)=x^{\nu(p(x))} p_{1}(x)$, where $p_{1}(x) \in \mathbb{F}_{q}[x]$ and $\operatorname{deg}\left(p_{1}(x)\right)=\operatorname{deg}(p(x))-\nu(p(x))$. Since $s>\operatorname{deg}\left(p_{1}(x)\right)$, we get that $p_{1}(\gamma) \neq 0$ and therefore $p(\gamma) \neq 0$.

Case I-B: $k m \geq n-k$. Let $r:=\left\lfloor\frac{\delta}{n-k}\right\rfloor=\left\lfloor\frac{k m}{n-k}\right\rfloor$. Then we have $L=m+r$ and $G_{m+i}(x)=0$ for $i=1, \ldots, r$. Therefore, the polynomial version $G_{L}^{\mathrm{c}}(x)=G_{m+r}^{\mathrm{c}}(x)$ of the $L$-th truncated sliding generator matrix is given by

$$
G_{L}^{\mathrm{c}}(x):=\left(\begin{array}{ccccccc}
M_{0}(x) & M_{1}(x) & \cdots & M_{m}(x) & 0 & \cdots & 0 \\
& M_{0}(x) & \cdots & M_{m-1}(x) & M_{m}(x) & & \\
& & \ddots & & \ddots & \ddots & 0 \\
& & & M_{0}(x) & & \ddots & M_{m}(x) \\
& & & & M_{0}(x) & & M_{m-1}(x) \\
& & & & & \ddots & \vdots \\
& & & & & & M_{0}(x)
\end{array}\right)
$$

where $M_{i}(x)$ 's are the matrices defined as in (8.3) in which $\gamma$ has been replaced by the variable $x$. We extend this matrix to the matrix

$$
\tilde{G}_{L}^{\mathrm{c}}(x):=\left(\begin{array}{ccccccc}
M_{0}(x) & M_{1}(x) & \cdots & M_{m}(x) & M_{m+1}(x) & \cdots & M_{m+r}(x) \\
& M_{0}(x) & \cdots & M_{m-1}(x) & M_{m}(x) & & \vdots \\
& & \ddots & & \ddots & \ddots & M_{m+1}(x) \\
& & & M_{0}(x) & & \ddots & M_{m}(x) \\
& & & & M_{0}(x) & & M_{m-1}(x) \\
& & & & & \ddots & \vdots \\
& & & & & & M_{0}(x)
\end{array}\right) .
$$

where we have replaced the 0 blocks in the topright part of $G_{L}^{\mathrm{c}}(x)$ with the matrices $M_{m+i}(x)$.
Also in this case we choose $L+1$ integers $\bar{\ell}_{0}, \ldots, \bar{\ell}_{L}$ with the constraint that $\sum_{j=0}^{s} \bar{\ell}_{j} \leq(s+1) k$, for $s=0, \ldots, L-1$ and $\sum_{j=0}^{L} \bar{\ell}_{j}=(L+1) k$, and consider a maximal submatrix of $G_{L}^{\mathrm{c}}(x)$ obtained by selecting $\bar{\ell}_{i}$ columns from the $i$-th columns block, for $i=0, \ldots, L$, which we call $F(x)$. Moreover, let $\tilde{F}(x)$ be the corresponding $(L+1) k \times(L+1) k$ submatrix of $\tilde{G}_{L}^{\mathrm{c}}(x)$. According to Lemma 8.7, we only need to prove that $\operatorname{det}(F(x)) \neq 0$, and then we can conclude as we did for Case I-A.

First we observe the following relations between $f(x):=\operatorname{det}(F(x))$ and $\tilde{f}(x):=\operatorname{det}(\tilde{F}(x))$. We can write $f(x)=\sum_{\sigma \in \mathcal{S}_{(L+1) k}} F^{\sigma}$ and $\tilde{f}(x)=\sum_{\sigma \in \mathcal{S}_{(L+1) k}} \tilde{F}^{\sigma}$, where $F^{\sigma}=\prod_{i} F_{i, \sigma(i)}$ and $\tilde{F}^{\sigma}=\prod_{i} \tilde{F}_{i, \sigma(i)}$. We define $\Theta_{j}:=\left\{\sigma \in \mathcal{S}_{(L+1) k} \mid \operatorname{deg}_{x}\left(F^{\sigma}\right)=j\right\}$ and $\tilde{\Theta}_{j}:=\left\{\sigma \in \mathcal{S}_{(L+1) k} \mid\right.$
$\left.\operatorname{deg}_{x}\left(\tilde{F}^{\sigma}\right)=j\right\}$. We have

$$
\begin{aligned}
& f(x)=\sum_{j} f_{j} x^{j}=\sum_{j}\left(\sum_{\sigma \in \Theta_{j}} F^{\sigma}\right) x^{j}, \\
& \tilde{f}(x)=\sum_{j} \tilde{f}_{j} x^{j}=\sum_{j}\left(\sum_{\sigma \in \tilde{\Theta}_{j}} \tilde{F}^{\sigma}\right) x^{j} .
\end{aligned}
$$

By definition of $G_{L}^{\mathrm{c}}(x)$ and $\tilde{G}_{L}^{\mathrm{c}}(x)$, every entry of $G_{L}^{\mathrm{c}}(x)$ is equal to the corresponding entry of $\tilde{G}_{L}^{\mathrm{c}}(x)$ or it is equal to 0 . Therefore, we get that $F^{\sigma} \in\left\{0, \tilde{F}^{\sigma}\right\}$, for every $\sigma \in \mathcal{S}_{(L+1) k}$. Hence we can also write

$$
\tilde{f}(x)=\sum_{j} \tilde{f}_{j} x^{j}=\sum_{j}\left(\sum_{\sigma \in \Theta_{j}} \tilde{F}^{\sigma}\right) x^{j}
$$

In particular, if a monomial $\tilde{f}_{t} x^{t}$ of a certain degree $t$ in $\tilde{f}(x)$ is obtained from the matrix $\tilde{G}_{L}^{\mathrm{c}}(x)$ without involving the blocks $G_{m+i}(x)$ for $i=1, \ldots, r$, then the monomial $f_{t} x^{t}$ of the same degree $t$ in $f(x)$ is the same, i.e. $f_{t}=\tilde{f}_{t}$.

By using the same proof as in Case I-A, we can see that we can use Theorem 8.19 to show that $\tilde{f}(x)=\operatorname{det}(\tilde{F}(x)) \neq 0$ and the monomial $\tilde{f}_{M} x^{M}$ of minimum degree $M$ corresponds to the product of the $\bar{\ell}_{i} \times \bar{\ell}_{i}$ minors along the main diagonal (observe that here we allow $\bar{\ell}_{i}$ to be zero, by using the convention that the determinant of a $0 \times 0$ matrix to be 1 ). If we show that these minors do not involve any of the blocks $G_{m+j}(x)$ for $j=1, \ldots, r$, then we can deduce that $f_{M}=\tilde{f}_{M} \neq 0$, and this concludes the proof. Suppose by contradiction that one of the $\bar{\ell}_{i} \times \bar{\ell}_{i}$ minors involves one of the blocks $G_{m+j}(x)$ for $j=1, \ldots, r$. Then it must be $i=m+a$ for some $a=j, \ldots, r$. Moreover, this happens if and only if $(m+r-a+j+1) k<\sum_{t=a}^{r} \bar{\ell}_{m+t}$. However, we have $\sum_{t=a}^{r} \bar{\ell}_{m+t} \leq n(r-a+1)$ and since $r=\left\lfloor\frac{k m}{n-k}\right\rfloor$, also $(n-k) r \leq k m$. Therefore, we get the following chain of inequalities

$$
\begin{aligned}
n(r-a+j+1) & =n r+n(1-a+j) \leq k m+k r+n(1-a+j) \\
& \leq k m+k r+k(1-a+j)=k(m+r-a+j+1) \\
& <\sum_{t=a}^{r} \bar{\ell}_{m+t} \leq n(r-a+1),
\end{aligned}
$$

which yields a contradiction.
Case II: $k \nmid \delta$. In this case, $G_{m}=N_{m, t}$, where $1 \leq t=\delta-(m-1) k \leq k-1$. At this point, we use a similar argument as done in Case I-B. Let $L=m-1+\left\lfloor\frac{k(m-1)+t}{n-k}\right\rfloor=m-1+r$, for some $r \geq 0$. Consider the polynomial matrix $G_{L}^{c}(x)$. If $r=0$, then the matrix $N_{m, t}(x)$ does not appear in $G_{L}^{\mathrm{c}}(x)$ and we conclude as in Case I-A. Therefore, assume $r \geq 1$. Observe that the matrix $N_{m, t}(x)$ is 0 in the first $k-t$ rows, and it coincides with the matrix $M_{m}(x)$ in the last $t$ rows, We construct the matrix $\tilde{G}_{L}^{\mathrm{c}}(x)$ from $G_{L}^{\mathrm{c}}(x)$ by replacing the blocks $N_{m, t}(x)$ by $M_{m}(x)$
and the topright 0 blocks by matrices $M_{m+i}(x)$, for $i=1, \ldots, r$, obtaining

$$
\tilde{G}_{L}^{\mathrm{c}}(x):=\left(\begin{array}{ccccccc}
M_{0}(x) & M_{1}(x) & \cdots & M_{m}(x) & M_{m+1}(x) & \cdots & M_{m+r-1}(x) \\
& M_{0}(x) & \cdots & M_{m-1}(x) & M_{m}(x) & & \vdots \\
& & \ddots & & \ddots & \ddots & M_{m+1}(x) \\
& & & M_{0}(x) & & \ddots & M_{m}(x) \\
& & & & M_{0}(x) & & M_{m-1}(x) \\
& & & & & \ddots & \vdots \\
& & & & & & M_{0}(x)
\end{array}\right) .
$$

Now, for the same argument used in Case I-B, we just need to prove that none of $\bar{\ell}_{i} \times \bar{\ell}_{i}$ minors across the main diagonal involves any of the blocks $M_{m+j}(x)$, for $j \geq 1$, and neither the first $k-t$ rows of $M_{m}(x)$. By contradiction, assume that this happens in the block $m+a$, for some $a=0, \ldots, r-1$. This is true if and only if $\bar{\ell}_{m+a}+\ldots+\bar{\ell}_{m+r-1}>\delta+k(r-a)$. However, we have $\sum_{t=a}^{r-1} \bar{\ell}_{m+t} \leq n(r-a)$ and since $r=\left\lfloor\frac{\delta}{n-k}\right\rfloor$, also $(n-k) r \leq \delta$. Therefore, we get the following chain of inequalities

$$
\begin{aligned}
n(r-a) & \leq \delta+k r-n a \leq \delta+k(r-a) \\
& <\sum_{t=a}^{r-1} \bar{\ell}_{m+t} \leq n(r-a),
\end{aligned}
$$

which yields a contradiction.
Remark 8.23. It is important to point out that the same proof does not work if we try to use Theorem 8.21 instead of Theorem 8.19. Indeed, if $k$ divides $\delta$, whenever we select $\ell_{0}, \ldots, \ell_{e}$ columns from the $e+1$ column blocks and we have that one of the $\ell_{i}$ 's for $i=1, \ldots, e$ is strictly greater than $k$, then the $\ell_{i} \times \ell_{i}$ submatrix that we select is not a classical Vandermonde, hence it is not guaranteed that when we evaluate the variables $Y$ in A we get a nonzero determinant. This happens essentially for every choice of $\ell_{i}$ 's, except when we take $\ell_{i}=k$ for every $i=0, \ldots, e$, in which case the minor is clearly nonzero, since it is the product of determinants of classical Vandermonde matrices. In the case that $k$ does not divide $\delta$ it is even more clear that we cannot use Theorem 8.21, since the $\ell_{e} \times \ell_{e}$ submatrix that we should select will we have some zero rows.

### 8.3 Field Size for MDP WRS Convolutional Codes

In Section 8.1 we gave a construction of WRS convolutional codes, which we proved in Theorem 8.8 to be MDP, under the assumption that the extension degree $s$ is larger than the value $D(k, n, \delta, \alpha)$. Our goal in this section is to give an estimate on the required field size. In particular, we will prove that for constructing WRS convolutional codes that are MDP we need
a field of size $q^{s}$, where $q$ is any prime power greater than $n$ and $s=\mathcal{O}\left(\delta^{3}\right)$. It is straightforward to observe that for our base field $\mathbb{F}_{q}$ from which we take the vector $\alpha$ we need that $q>n$. This is because we require that $\alpha$ has pairwise distinct nonzero elements. The only thing that we need to estimate is the magnitude of the degree extension $s$, or equivalently, of the integer $D(k, n, \delta, \alpha)$.

Proposition 8.24. Let $k, n, \delta$ be integers such that $0<k<n$, let $m:=\left\lceil\frac{\delta}{k}\right\rceil$ and let $\alpha \in\left(\mathbb{F}_{q}^{*}\right)^{n}$ be a vector of nonzero pairwise distinct elements. Then,

$$
D(k, n, \delta, \alpha) \leq(L-m+1)\binom{\delta}{2}+k^{2}\binom{m}{3}+\binom{k}{2}\binom{m}{2}
$$

Proof. We provide an upper bound on the value $D(k, n, \delta, \alpha)$ by estimating the maximum degree of the polynomials in $\mathcal{P}(k, n, \delta, \alpha)$. To this end, we take the obvious upper bound in which we consider in each row of $G_{L}^{\mathrm{c}}(x)$ the maximum degree, and then we sum up all these values. We divide the matrix in row blocks, indexed by $0,1, \ldots, L$. Observe that in the row block $L$ only the matrix $G_{0}$ appears, in the row block $(L-1)$ the highest degrees are given by the row degrees in $x$ of $G_{1}(x)$, and so on. This means that for each $i \in\{0, \ldots, m-1\}$, the row block ( $L-i$ ) has highest row degrees in $x$ given by those of $G_{i}(x)$. These matrices correspond to the matrices $M_{i}(x)$ and it is straightforward to see that the sum of the row degrees in $x$ of the matrix $M_{i}(x)$ is

$$
w_{i}:=\sum_{j=0}^{k-1}\binom{i}{2} k+i j=\binom{i}{2} k^{2}+i\binom{k}{2} .
$$

For the remaining blocks, the degrees are the same due to the structure of $G_{L}^{\mathrm{c}}(x)$ in which all the matrices $G_{i}$ 's appear. Hence, we only can consider $(L-m+1)$ times the sum of row degrees of the first block. Observe that $G_{m}(x)=N_{m, t}(x)$, where $t:=\delta-k(m-1)$. Hence, the row degrees of this first block will consist of the row degrees of the last $t$ rows of $N_{m, t}(x)$, and the first $k-t$ row degrees of $M_{m-1}(x)$. Summing this quantities we get that the sum of the row degrees in $x$ of the first block is

$$
\begin{aligned}
w_{m, t} & :=\sum_{j=0}^{t-1}\left(\binom{m}{2} k+m i\right)+\sum_{j=t}^{k-1}\left(\binom{m-1}{2}+(m-1) j\right) \\
& =\frac{1}{2} t(k m(m-1)+(t-1) m)+\frac{1}{2}(k-t)(k(m-1)(m-2)+(k+t-1)(m-1)) \\
& =\frac{1}{2}(t(\delta-1) m+(k-t)(\delta-1)(m-1)) \\
& =\frac{1}{2}(\delta-1)(k(m-1)+t) \\
& =\binom{\delta}{2} .
\end{aligned}
$$

Putting together all these quantities, we get

$$
\begin{aligned}
D(k, n, \delta, \alpha) & \leq(L-m+1) w_{m, t}+\sum_{i=0}^{m-1} w_{i} \\
& =(L-m+1)\binom{\delta}{2}+k^{2} \sum_{i=0}^{m-1}\binom{i}{2}+\binom{k}{2} \sum_{i=0}^{m-1} i \\
& =(L-m+1)\binom{\delta}{2}+k^{2}\binom{m}{3}+\binom{k}{2}\binom{m}{2} .
\end{aligned}
$$

Next, we show an example considering our WRS convolutional codes where we compute the value of $D(k, n, \delta, \alpha)$ and compare it with the upper bound of Proposition 8.24.

Example 8.25. Suppose that we want to construct a WRS convolutional code with parameters $k=2, n=7$ and $\delta=4$. We have that its memory $m$ has to be 2 and also $L$ is equal to 2 . Moreover, we need to start with a base field $\mathbb{F}_{q}$ whose cardinality is $q>7$. In this example we consider the case $q=11$, that is $\mathbb{F}_{11}=\{0,1, \ldots, 10\}$. We now fix the vector $\alpha \in \mathbb{F}_{11}^{7}$ to have nonzero pairwise distinct entries as $\alpha:=(1,2,3,4,5,6,7)$. In order to determine a suitable $\gamma$ for constructing the code $\mathcal{C}_{2,7}^{4}(\gamma, \alpha)$, we first want to compute the value $D(2,7,4, \alpha)$. For this purpose, we are now going to construct the matrix $G_{2}^{\mathrm{c}}(x)$.

$$
\begin{aligned}
G_{0}(x) & =\left(\begin{array}{lllllll}
1 & 2 & 3 & 4 & 5 & 6 & 7 \\
1 & 1 & 1 & 1 & 1 & 1 & 1
\end{array}\right), \\
G_{1}(x) & =\left(\begin{array}{ccccccc}
x & 8 x & 5 x & 9 x & 4 x & 7 x & 2 x \\
1 & 4 & 9 & 5 & 3 & 3 & 5
\end{array}\right), \\
G_{2}(x) & =\left(\begin{array}{ccccccc}
x^{4} & 10 x^{4} & x^{4} & x^{4} & x^{4} & 10 x^{4} & 10 x^{4} \\
x^{2} & 5 x^{2} & 4 x^{2} & 3 x^{2} & 9 x^{2} & 9 x^{2} & 3 x^{2}
\end{array}\right) .
\end{aligned}
$$

The $L$-th truncated sliding matrix $G_{L}^{\mathrm{c}}(x)$ is

$$
G_{2}^{\mathrm{c}}(x)=\left(\begin{array}{ccc}
G_{0}(x) & G_{1}(x) & G_{2}(x) \\
& G_{0}(x) & G_{1}(x) \\
& & G_{0}(x)
\end{array}\right) \in \mathbb{F}_{11}[x]^{6 \times 21}
$$

By Theorem 8.7, the matrix $G(z)$ generates a $\mathcal{C}_{2,7}^{4}(\gamma, \alpha)$ MDP convolutional code if it has the MDP property, i.e., the nontrivial full size minors of $G_{2}^{\mathrm{c}}$ are all nonzero. A necessary field size for this to hold is $\mathbb{F}_{11^{s}}$ with $s>D(2,7,4, \alpha)$, according to Theorem 8.8. It can be checked that
$D(2,7,4, \alpha)=4$, that comes from the full size minor $p(x)=7 x^{4}+2 x^{2}+7 x+4 \in \mathcal{P}(2,7,4, \alpha)$ of $G_{2}^{\mathrm{c}}(x)$ obtained selecting the columns with indices $\{1,8,9,15,16,17\}$. From Proposition 8.24, we have that $D(2,7,4, \alpha) \leq 7$, and we can observe that the bound is bigger than the real value.

Theorem 8.26. The WRS convolutional codes $\mathcal{C}_{k, n}^{\delta}(\gamma, \alpha)$ provide a family of MDP convolutional code over a field of size $q^{s}$, where $q>n$ and

$$
s>\frac{\delta^{3}}{2}\left(\frac{1}{(n-k)}+\frac{1}{3 k}\right)+\frac{\delta^{2}}{2}\left(\frac{3}{2}-\frac{1}{(n-k)}-\frac{1}{2 k}\right)+\delta\left(\frac{k}{12}-\frac{3}{4}\right) .
$$

Proof. By Theorem 8.8, we get that the WRS convolutional code $\mathcal{C}_{k, n}^{\delta}(\gamma, \alpha)$ is MDP whenever $\alpha$ is a vector of pairwise distinct elements of $\mathbb{F}_{q}^{*}$, and $\gamma$ is a root of an irreducible polynomial in $\mathbb{F}_{q}[x]$ of degree $s>D(k, n, \delta, \alpha)$. Then, we need $q>n$ and the result follows from an involved estimates of the bound on $D(k, n, \delta, \alpha)$ given in Proposition 8.24, which produce

$$
D(k, n, \delta, \alpha) \leq \frac{\delta^{3}}{2}\left(\frac{1}{(n-k)}+\frac{1}{3 k}\right)+\frac{\delta^{2}}{2}\left(\frac{3}{2}-\frac{1}{(n-k)}-\frac{1}{2 k}\right)+\delta\left(\frac{k}{12}-\frac{3}{4}\right)
$$

Corollary 8.27. For every $k, n, \delta$ positive integers with $0<k<n-k$, there exists an $(n, k, \delta)_{q^{s}}$ MDP convolutional code where $q$ is any prime power greater than $n$ and

$$
s>\frac{\delta^{3}}{3 t}+\frac{3 \delta^{2}}{4}+\frac{\delta k}{12} .
$$

Proof. By Theorem 8.26 we can construct an $(n, k, \delta)_{q^{s}}$ MDP WRS convolutional code $\mathcal{C}_{k, n}^{\delta}(\gamma, \alpha)$, where $q>n$ and $s>\frac{\delta^{3}}{2}\left(\frac{1}{(n-k)}+\frac{1}{3 k}\right)+\frac{3 \delta^{2}}{4}+\frac{\delta k}{4}$. Since $1 /(n-k) \leq 1 / k$, we obtain that for $s>\frac{\delta^{3}}{3 k}+\frac{3 \delta^{2}}{4}+\frac{\delta k}{4}$ we can construct an MDP WRS convolutional code with the desired parameters.

The above results only provide upper bounds on the values $D(k, n, \delta, \alpha)$. In Table 8.1 we depict the actual values for some small parameters of $k, n$ and $\delta$ (found by exhaustive computer search) and compare them with the bound given in Proposition 8.24.

### 8.3.1 Field Size for Memory 1

In Proposition 8.24 we gave a general upper bound on the value $D(k, n, \delta, \alpha)$, which then produces a sufficient field size for constructing WRS convolutional codes. Here we improve this upper bound when the resulting code has memory $m=1$, that is when $\delta \leq k$. In order to do so, we will distinguish two cases: when $k<n-k$ and when $k=n-k$.

| $[n, k, \delta]$ | $D(k, n, \delta, \alpha)$ bound | $D(k, n, \delta, \alpha)$ |
| :---: | :---: | :---: |
| $[2,1,1]$ | 0 | 0 |
| $[2,1,2]$ | 3 | 2 |
| $[3,2,2]$ | 3 | 3 |
| $[3,1,2]$ | 2 | 1 |
| $[3,2,1]$ | 0 | 0 |
| $[4,2,2]$ | 2 | 2 |
| $[4,1,3]$ | 7 | 4 |
| $[5,2,2]$ | 1 | 1 |
| $[6,2,2]$ | 1 | 1 |
| $[6,2,3]$ | 1 | 1 |
| $[7,2,2]$ | 1 | 1 |
| $[7,3,3]$ | 3 | 2 |

Table 8.1: Comparison between the values $D(k, n, \delta, \alpha)$ obtained by computer search and the corresponding bounds given in Proposition 8.24, for small parameters $n, k, \delta$.

For the first case, we will assume that $k<n-k$, that is when the WRS convolutional code has memory 1. We first notice that when $1 \leq \delta<k<n-k$, we have $L=0$, and hence $D(k, n, \delta, \alpha)=0$. Therefore, the only interesting case is when $\delta=k$.

Proposition 8.28. Suppose that $k<n-k$, Then

$$
D(k, n, k, \alpha) \leq \frac{k^{2}}{4} .
$$

Proof. Since we are in the case $k<n-k$, we have $L=m=1$, and hence the matrix $G_{L}^{\mathrm{c}}(x)$ is of the form

$$
G_{1}^{\mathrm{c}}(x)=\left(\begin{array}{cc}
G_{0} & G_{1}(x) \\
0 & G_{0}
\end{array}\right)
$$

For every $2 k \times 2 k$ submatrix of $G_{L}^{\mathrm{c}}(x)$ that we need to consider, we can choose $k-i$ columns from the first block, and $k+i$ columns from the second block, for some $i=0, \ldots, k$. Let us fix the value $i$, and two subsets $I_{1}, I_{2} \subseteq[n]$ such that $\left|I_{1}\right|=k-i,\left|I_{2}\right|=k+i$. Let $F(x)$ be the submatrix obtained by selecting the columns indexed by $I_{1}$ from the first block, and the columns indexed by $I_{2}$ from the second block, and let $f(x):=\operatorname{det}(F(x))$. Then

$$
F(x)=\left(\begin{array}{cc}
A_{0} & B_{1}(x) \\
0 & B_{0}
\end{array}\right)
$$

where $A_{0} \in \mathbb{F}_{q}^{k \times(k-i)}, B_{0} \in \mathbb{F}_{q}^{k \times(k+i)}, B_{1}(x) \in \mathbb{F}_{q}[x]^{k \times(k+i)}$. Computing $f(x)$ using Laplace formula on the first $k-i$ columns, we observe that the determinant will always be given by sum
of products of a $(k-i) \times(k-i)$ minor of $A_{0}$ times the determinant of the remaining $(k+i) \times(k+i)$ minor in the second column block. Hence, the degree of $f(x)$ is at most the sum of the degrees of the first $i$ rows of $B_{1}(x)$, that is given by

$$
\sum_{j=k-i}^{k-1} j
$$

By Theorem 8.19, the minimum degree monomial of $f(x)$ is given by the product of the top $(k-i) \times(k-i)$ minor of $A_{0}$ times the determinant of the remaining submatrix of $\binom{B_{1}(x)}{B_{0}}$. The degree of this monomial is exactly $\sum_{j=0}^{i-1} j$, and thus

$$
\operatorname{deg}(f(x))-\nu(f(x)) \leq \sum_{j=k-i}^{k-1} j-\sum_{j=0}^{i-1} j=\sum_{j=0}^{i-1}(k-i+j-j)=i(k-i)
$$

Therefore, we get

$$
\begin{aligned}
D(k, n, k, \alpha) & =\max \{\operatorname{deg} f(x)-\nu(f(x)) \mid 0 \neq f(x) \in \mathcal{P}(k, n, \delta, \alpha)\} \\
& \leq \max \{i(k-i) \mid i=0, \ldots, k\} \\
& \leq \frac{k^{2}}{4} .
\end{aligned}
$$

Notice that in the above analysis we only left out the case when $n=2 k$. Also in this case, if $\delta<k$, we have $L=0$ and hence $D(k, 2 k, \delta, \alpha)=0$. Therefore, the only case left to study is $D(k, 2 k, k, \alpha)$, which we do in the following proposition.

Proposition 8.29. For every positive integer $k$, we have

$$
D(k, 2 k, k, \alpha) \leq \frac{k^{2}}{2}
$$

Proof. In this case we have $m=1$ and $L=2$. Hence, the polynomial version of the sliding generator matrix is of the form

$$
G_{2}^{\mathrm{c}}(x)=\left(\begin{array}{ccc}
G_{0} & G_{1}(x) & 0 \\
0 & G_{0} & G_{1}(x) \\
0 & 0 & G_{0}
\end{array}\right)
$$

By the restriction of (8.1), the only admissible full size submatrices we should consider are those obtained from $G_{2}^{\mathrm{c}}(x)$ by selecting $\ell_{0}=k-i$ columns from the first columns block, $\ell_{1}=k-j+i$ columns from the second columns block and $\ell_{2}=k+j$ columns from the last columns block, for
any $i, j$ such that $0 \leq i, j \leq k$. For a submatrix made with this choice, that we indicate as

$$
F(x)=\left(\begin{array}{ccc}
A_{0} & B_{1}(x) & 0 \\
0 & B_{0} & C_{1}(x) \\
0 & 0 & C_{0}
\end{array}\right)
$$

we can compute the minimum degree in $x$ of the resulting minor $f(x)=\operatorname{det}(F(x))$, that is $\nu(f(x))$. Even though there is a 0 -block in the top right corner, we can still use Theorem 8.19, by using the same argument used in the proof of Theorem 8.8, and obtain that $\nu(f(x))=$ $\sum_{t=0}^{i-1} t+\sum_{t=0}^{j-1} t=\binom{i}{2}+\binom{j}{2}$. The degree of $f(x)$ is going to be obtained by selecting the product of the minors of the following three submatrices: the $\ell_{0} \times \ell_{0}$ submatrix obtained selecting the last $\ell_{0}$ of $A_{0}$; the $\ell_{1} \times \ell_{1}$ submatrix obtained by selecting the first $i$ rows of $B_{1}(x)$ and the last $k-j$ rows of $B_{0}$; the $\ell_{2} \times \ell_{2}$ submatrix obtained by selecting the first $j$ rows of $C_{1}(x)$ together with the whole matrix $C_{0}$. This gives the maximum possible degree, but since for some choice of the vector $\alpha$ this could be 0 , we have

$$
\operatorname{deg}(f(x)) \leq \sum_{t=k-i}^{k-1} t+\sum_{t=k-j}^{k-1} t
$$

and therefore,

$$
\operatorname{deg}(f(x))-\nu(f(x)) \leq \sum_{t=k-i}^{k-1} t+\sum_{t=k-j}^{k-1} t-\binom{i}{2}-\binom{j}{2}=i(k-i)+j(k-j)
$$

Thus,

$$
\begin{aligned}
D(k, 2 k, k, \alpha) & =\max \{\operatorname{deg} f(x)-\nu(f(x)) \mid 0 \neq f(x) \in \mathcal{P}(k, n, \delta, \alpha)\} \\
& \leq \max \{i(k-i)+j(k-j) \mid i, j=0, \ldots, k\} \\
& \leq \frac{k^{2}}{2}
\end{aligned}
$$

Remark 8.30. Proposition 8.28 and Proposition 8.29 improve on the more general bound given in Proposition 8.24. Indeed, with the latter result we obtain $D(k, n, k, \alpha) \leq \frac{k(k-1)}{2}$ when $k<$ $n-k$, and $D(k, 2 k, k, \alpha) \leq k(k-1)$. Therefore, in both cases we refine the estimate by a factor $1 / 2$.

### 8.3.2 Comparison

In this subsection we present a comparison of the existing fields sizes required to build MDP convolutional codes for several sets of given parameters $(n, k, \delta)$. The compared results are of
different nature and need to be distinguished. Some of them are general bounds on the field size but with no associated concrete construction achieving such a bound. Others are conjectures or examples found by computer search. These differences are explained and analyzed in this subsection.

As mentioned before, superregular matrices have been one of the fundamental tools for constructing MDP codes and the required field size to construct the codes has been often given in terms of the field size needed to build the associated superregular Toeplitz matrices. An upper triangular Toeplitz matrix

$$
A=\left(\begin{array}{cccc}
a_{0} & \cdots & a_{r-1} & a_{r}  \tag{8.9}\\
& a_{0} & \cdots & a_{r-1} \\
& & \ddots & \vdots \\
& & & a_{0}
\end{array}\right)
$$

is superregular if $a_{i} \neq 0$ for each $i=0,1, \ldots, r$ and all the square submatrices of $A$ with no zeros in the diagonal are nonsingular. It can be verified [121] that in order to built an $(n, k, \delta)$ MDP convolutional code an upper triangular Toeplitz superregular matrix, $A$, of size greater or equal than

$$
\begin{equation*}
r:=\max \{n-k, k\}(L+1)+\min \{n-k, k\}-1, \tag{8.10}
\end{equation*}
$$

needs to be constructed.
In [12] and [79] two general classes of superregular matrices of any size were presented. The lower bound on the field size required to build the superregular lower triangular Toeplitz matrix $A \in \mathbb{F}^{r \times r}$ in [79] is $|\mathbb{F}|>c^{r} r^{r / 2}$ where $c=\binom{r-1}{\left[\frac{r-1}{2}\right\rfloor}$. For the one provided in [12] the lower bound is given by $|\mathbb{F}| \geq 2^{\left(2^{(r+2)}\right)}$. For upper bounds on the size of a field $\mathbb{F}$ to ensure the existence (without providing a concrete construction) of a superregular lower triangular Toeplitz matrix over $\mathbb{F}$, see [89] and [102]. Based on examples derived by computer search, it was conjectured in [89, Conjecture 3.5] and [79] that for $r \geq 5$ there exists a superregular lower triangular Toeplitz matrix of order $r$ over the field $\mathbb{F}_{2^{r-2}}$.

We compare these results in Table 8.2 together with some examples in [15] and [110] found by optimized computer search.

Remark 8.31. Here we compare asymptotically the field size needed for our WRS convolutional codes to be MDP with the other two existing general constructions of MDP convolutional provided in [12, 79]. We consider the case in which we fix the rate of the code to be constant $R:=\frac{k}{n}$, and express all the field sizes in terms of $R, \delta$ and $n$. First, notice that the parameter $r$ defined above can be approximated by $R^{-1} \delta+n-1$. Assuming now that the value $R^{-1} \delta+n-1$ grows, we study the asymptotic behaviours of the field sizes.

By using Stirling approximation formula, we have that

$$
c:=\binom{r-1}{\left\lfloor\frac{r-1}{2}\right\rfloor} \sim \frac{2^{R^{-1} \delta+n}}{\sqrt{8 \pi\left(R^{-1} \delta+n-2\right)}},
$$

leading to the following asymptotic approximation for the field size needed in [79]:

$$
\begin{equation*}
\left.|\mathbb{F}| \sim c^{r} r^{r / 2} \sim e \cdot \frac{2^{\left(R^{-1} \delta+n-1\right)\left(R^{-1} \delta+n-\frac{3}{2}\right)}}{\sqrt{\pi}} \sim 2^{\left(R^{-1} \delta+n-1\right)} \quad R^{-1} \delta+n-1\right)\left(R^{-1} \delta+n-\frac{3}{2}-\log _{2}(\pi)\right) . \tag{8.11}
\end{equation*}
$$

Moreover, the field size needed for the construction in [12] is

$$
|\mathbb{F}| \sim 2^{2^{R^{-1}} \boldsymbol{1}_{\delta+n+1}},
$$

which is always asymptotically worse than (8.11). Finally, by Corollary 8.27, we have that for our constructions we need a field size of approximately

$$
\begin{equation*}
|\mathbb{F}| \sim 2^{\log _{2}(n) \frac{11}{24}\left(\frac{\delta^{3}}{R n}+\delta R n\right)} \tag{8.12}
\end{equation*}
$$

In order to compare (8.12) with (8.11), we compare the asymptotics of their logarithms. If $\delta$ is constant, then our construction is better, while if $n$ is constant the one of [79] is better. Suppose now that none of $\delta$ and $n$ is constant. We have that whenever $\delta=\Theta\left(n^{1-\epsilon}(\log n)^{\beta}\right)$ for any $0<\epsilon<1$ and $\beta \in \mathbb{R}$, our construction beats the field size of [79], while when $\delta=$ $\Theta\left(n^{1+\epsilon}(\log n)^{\beta}\right)$ for any $\epsilon>0$ and $\beta \in \mathbb{R}$, the field size of [79] is asymptotically better than ours. Furthermore, when $\delta=\Theta\left(n(\log n)^{-1-\beta}\right)$ for any $\beta>0$ our field size is better, while in the case $\delta=\Theta\left(n(\log n)^{-1+\beta}\right)$ for any $\beta>0$, the one in [79] is smaller than ours. Finally, in the case that $\delta=\Theta\left(n(\log n)^{-1}\right)$, the logarithms of the field sizes are asymptotically the same, so one should carefully investigate the smallest order terms.

| $\begin{gathered} {[n, k, \delta]} \\ \mathrm{L}, \mathrm{~m}, \mu, r \end{gathered}$ | [12] | [79] | [110]* | [15]* | $[89]^{\dagger}$ | $[102]^{\dagger}$ | $\mathcal{C}_{k, n}^{\delta}$ | $[79]^{\ddagger}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\begin{aligned} & {[2,1,1]} \\ & 2,1,1,3 \end{aligned}$ | $2^{8}$ | 43 | $2^{5}$ | 3 | 3 | 55 | 3 | - |
| $\begin{aligned} & {[2,1,2]} \\ & 4,2,2,5 \end{aligned}$ | $2^{32}$ | 434692 | $2^{7}$ | 7 | 11 | 1261 | 27 | $2^{3}$ |
| $\begin{gathered} {[3,2,2]} \\ 3,1,2,8 \end{gathered}$ | $2^{512}$ | $5^{8} 7^{8} 2^{12}+1$ | $2^{11}$ | 31 | 233 | 1981 | 256 | $2^{6}$ |
| $\begin{array}{r} {[3,1,2]} \\ 3,2,1,8 \\ \hline \end{array}$ | $2^{512}$ | $5^{8} 7^{8} 2^{12}+1$ | $2^{11}$ | 31 | 233 | 3961 | 16 | $2^{6}$ |
| $\begin{gathered} {[3,2,1]} \\ 1,1,1,4 \end{gathered}$ | $2^{32}$ | $2^{4} 3^{4}+1$ | - | 5 | 5 | 3 | 4 | $2^{2}$ |
| $\begin{gathered} {[4,2,2]} \\ 2,1,1,7 \end{gathered}$ | $2^{128}$ | $\sim 10^{12}$ | - | 17 | 77 | 5545 | 125 | $2^{5}$ |
| $\begin{gathered} {[4,1,3]} \\ 4,3,1,15 \end{gathered}$ | $2^{2^{17}}$ | $\sim 7 \cdot 10^{61}$ | - | - | 1338936 | 232561 | 3125 | $2^{13}$ |
| $\begin{gathered} {[5,2,2]} \\ 1,1,1,7 \end{gathered}$ | $2^{2^{9}}$ | $\sim 10^{12}$ | - | 17 | 77 | 35 | 49 | 32 |
| $\begin{gathered} {[6,2,2]} \\ 1,1,1,9 \end{gathered}$ | $2^{2^{11}}$ | $\sim 7 \cdot 10^{20}$ | - | 59 | 751 | 71 | 49 | 128 |
| $\begin{gathered} {[6,2,2]} \\ 1,2,1,9 \end{gathered}$ | $2^{2^{11}}$ | $\sim 7 \cdot 10^{20}$ | - | 59 | 751 | 71 | 49 | 128 |
| $\begin{gathered} {[7,2,2]} \\ 1,1,1,11 \end{gathered}$ | $2^{2^{13}}$ | $\sim 10^{32}$ | - | - | 8525 | 126 | 64 | 512 |
| $\begin{gathered} {[7,3,3]} \\ 1,1,1,10 \\ \hline \end{gathered}$ | $2^{2^{12}}$ | $\sim 10^{26}$ | - | 127 | 2495 | 532 | 512 | 256 |

Table 8.2: Parameters and smallest field sizes of MDP convolutional codes, according to known results in the literature. The columns are marked with * if the result is found by computer search; the results marked with ${ }^{\dagger}$ indicates that they are not constructive; the symbol ${ }^{\ddagger}$ means that the correspondent result is based on a conjecture. The symbol - indicates that there are no constructions for such parameters. For the nonconstructive results marked with ${ }^{\dagger}$ we included the smallest field size needed, even if it is not a prime power. The cells with the colored background indicate the best field size for the given parameters

## Chapter 9

## Construction of LDPC Convolutional Codes via Difference Triangle Sets

The result of this chapter have been published by Alfarano, Lieb and Rosenthal in [10].

### 9.1 Difference Triangle Sets

A difference triangle set is a collection of sets of integers such that any integer can be written in at most one way as difference of two elements in the same set. Difference triangle sets find application in combinatorics, radio systems, optical orthogonal codes and other areas of mathematics [94, 50, 52]. We refer to [55] for a more detailed treatment. More formally, we define them in the following way, by distinguishing between weak difference triangle sets and difference triangle sets.

Definition 9.1. Let $N, M$ be positive integers. An ( $N, M$ )-weak difference triangle set (wDTS) is a collection of sets $\mathcal{T}:=\left\{T_{1}, T_{2}, \ldots, T_{N}\right\}$, where for any $1 \leq i \leq N, T_{i}:=\left\{a_{i, j} \mid 1 \leq j \leq M\right\}$ is a set of nonnegative integers such that $a_{i, 1}<a_{i, 2}<\cdots<a_{i, M}$ and for $1 \leq i \leq N$ the differences $a_{i, j}-a_{i, k}$, with $1 \leq k<j \leq M$ are distinct. If all the differences in all the sets are distinct, we call $\mathcal{T}$ a $(N, M)$-difference triangle set (DTS).

An important parameter characterizing an $(N, M)-(\mathrm{w}) \mathrm{DTS} \mathcal{T}$ is the scope $m(\mathcal{T})$, which is defined as

$$
m(\mathcal{T}):=\max \left\{a_{i, M} \mid 1 \leq i \leq N\right\}
$$

A very well-studied problem in combinatorics is finding families of ( $N, M$ )-DTSs with minimum scope. In this work, we will use the sets in a (w)DTS as supports of some columns of a sliding parity-check matrix of a convolutional code. We will then relate the scope of the (w)DTS with the degree of the code. Since we want to minimize the degree of the code, it is evident that the mentioned combinatorial problem plays a crucial role also here.

The name "difference triangle" is derived from a way of writing the differences inside the sets composing $\mathcal{T}$ in a triangular form .

Example 9.2 (wDTS). Let $\mathcal{T}=\{\{1,2,4,8\},\{1,3,7,15\},\{1,5,10,16\}\}$. Then $\mathcal{T}$ is a (3,4)wDTS.

The "triangles" associated to $\mathcal{T}$ are the following:


Example 9.3 (DTS). Let $\mathcal{T}=\{\{1,4,16,20\},\{1,7,12,14\},\{1,9,18,19\}\}$. Then $\mathcal{T}$ is a (3, 4)DTS.

The "triangles" associated to $\mathcal{T}$ are the following:

| 3 |  | 12 | 4 | 6 |  | 5 | 2 | 8 |  | 9 |  | 1 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
|  | 15 |  | 16 |  | 11 |  | 7 |  |  | 17 |  | 10 |

### 9.2 LDPC Codes over Arbitrary Finite Fields

LDPC codes are known for their performance near the Shannon-limit over the additive white Gaussian noise channel [108]. Shortly after they were rediscovered, binary LDPC codes were generalized over arbitrary finite fields. This new construction was first investigated by Davey and Mackay in 1998 in [57]. In [58], it was observed that LDPC codes defined over a finite field with $q$ elements can have better performances than the binary ones. An LDPC code is defined as the kernel of an $N \times M$ sparse matrix $H$ with entries in $\mathbb{F}_{q}$. We can associate to $H$ a bipartite graph $\mathcal{G}=(V, E)$, called Tanner graph, where $V=V_{s} \cup V_{c}$ is the set of vertices. In particular, $V_{s}=\left\{v_{1}, \ldots, v_{N}\right\}$ is the set of variable nodes and $V_{c}=\left\{c_{1}, \ldots, c_{M}\right\}$ is the set of check nodes. $E \subseteq V_{s} \times V_{c}$ is the set of edges, with $e_{n, m}=\left(v_{n}, c_{m}\right) \in E$ if and only if $h_{n, m} \neq 0$. The edge $e_{n, m}$ connecting a check node and a variable node is labelled by $h_{n, m}$, that is the corresponding permutation node. For an even integer $m=2 \ell$, we call a simple closed path consisting of $\ell$ check nodes and $\ell$ variable nodes in $\mathcal{G}$ an $m$-cycle. The length of the shortest cycle is called the girth of $\mathcal{G}$ or girth of $H$. It is proved that higher the girth is, the lower the decoding failure of the bit flipping algorithm is. Moreover, in [127] the authors showed that short cycles in an LDPC code may be harmful if they do not satisfy the so called full rank condition (FRC). This is because if the FRC is not satisfied, the short cycles produce low-weight codewords or they form absorbing sets, [18].

Moreover, in [127] and in [18] it is shown that an $m$-cycle, with $m=2 \ell$ in an LDPC code with parity-check matrix $H$ can be represented, up to permutations, by an $\ell \times \ell$ submatrix of $H$
of the form

$$
A=\left[\begin{array}{cccccc}
a_{1} & a_{2} & 0 & \cdots & \cdots & 0  \tag{9.1}\\
0 & a_{3} & a_{4} & \cdots & \cdots & \vdots \\
\vdots & & \ddots & & & \vdots \\
\vdots & & & \ddots & & \vdots \\
0 & & & & a_{2 \ell-3} & a_{2 \ell-2} \\
a_{2 \ell} & 0 & \cdots & \cdots & 0 & a_{2 \ell-1}
\end{array}\right]
$$

where $a_{i} \in \mathbb{F}_{q}^{*}$. The cycle does not satisfy the FRC if the determinant of $A$ is equal to 0 . In this case, the cycle gives an absorbing set. Hence, it is a common problem to construct LDPC codes in which the shortest cycles satisfy the FRC.

In this work, we are interested in the convolutional counterpart of LDPC block codes, which is given by convolutional codes defined over a finite field $\mathbb{F}_{q}$ as kernel of a sparse sliding parity-check matrix (here with sparse we mean that in particular each $H_{i}$ is sparse).

### 9.3 Construction of LDPC Convolutional Codes

In this section, we use difference triangle sets to construct LDPC convolutional codes over $\mathbb{F}_{q}$. The construction was provided for $(n, n-1)_{q}$ convolutional codes in [9]. Here, we generalize it for arbitrary $n$ and $k$.

We will construct a sliding parity-check matrix $H$ as in (6.3), whose kernel defines a convolutional code. Due to the block structure of $H$, it is enough to consider

$$
\mathcal{H}:=H_{\nu}^{c}=\left[\begin{array}{cccc}
H_{0} & & &  \tag{9.2}\\
H_{1} & H_{0} & & \\
\vdots & \vdots & \ddots & \\
H_{\nu} & H_{\nu-1} & \cdots & H_{0}
\end{array}\right],
$$

since $H$ is then constructed by sliding it. It is easy to see that $H$ does contain a cycle of length $2 \ell$ not satisfying the FRC if and only if $\mathcal{H}$ does. Assuming that $H_{0}$ is full rank, we can perform Gaussian elimination on the matrix

$$
\left[\begin{array}{c}
H_{0} \\
H_{1} \\
\vdots \\
H_{\nu}
\end{array}\right],
$$

which results in the block matrix

$$
\bar{H}=\left[\begin{array}{c|c}
A_{0} & \mid  \tag{9.3}\\
I_{n-k} \\
A_{1} & \mid \\
\vdots & \\
A_{\nu} & 0
\end{array}\right]
$$

with $A_{i} \in \mathbb{F}_{q}^{(n-k) \times k}$ for $i=1, \ldots, \nu$. With abuse of notation, we write $H_{0}$ for $\left[A_{0} \mid I_{n-k}\right]$, and $H_{i}$ for the matrices $\left[A_{i} \mid 0\right]$.
Remark 9.4. If we define the matrix $\tilde{H}(z)=\sum_{i=0}^{\nu} A_{i} z^{i} \in \mathbb{F}_{q}[z]^{(n-k) \times k}$, then we obtain that $H(z)=\left[\tilde{H}(z) I_{n-k}\right]$ and hence $H(z)$ has a polynomial right inverse, i.e. $H(z)$ is basic.

Given $n \in \mathbb{N}$, with the following definition we describe how we construct the above mentioned matrix $\bar{H}$ from a $(k, w)$-wDTS, which then will define an $(n, k)_{q}$ convolutional code.
Definition 9.5. Let $k, n$ be positive integers with $n>k$ and $\mathcal{T}:=\left\{T_{1}, \ldots, T_{k}\right\}$ be a $(k, w)$ wDTS with scope $m(\mathcal{T})$. Set $\nu=\left\lceil\frac{m(\mathcal{T})}{n-k}\right\rceil-1$ and define the matrix $\bar{H} \in \mathbb{F}_{q}^{(\nu+1)(n-k) \times n}$, in which the $l$-th column has weight $w$ and support $T_{l}$, i.e. for any $1 \leq i \leq(\nu+1)(n-k)$ and $1 \leq l \leq k$, $\bar{H}_{i, l} \neq 0$ if and only if $i \in T_{l}$. We say that $\bar{H}$ has support $\mathcal{T}$. The last $n-k$ columns of $\bar{H}$ are given by $\left[I_{n-k}, 0_{n-k}, \ldots, 0_{n-k}\right]^{\top}$. Derive the matrix $\mathcal{H}$ by "shifting" the columns of $\bar{H}$ by multiples of $n-k$ and then a sliding matrix $H$ of the form of equation (6.3). Finally, define $\mathcal{C}:=\operatorname{ker}(\mathcal{H})$ over $\mathbb{F}_{q}$.

Observe that if $k=n-1$, we simply get the construction provided in [9, Definition 4].
Proposition 9.6. Let $n, k, w$ be positive integers with $n>k, \mathcal{T}$ be a $(k, w)$-wDTS with scope $m(\mathcal{T})$ and set $\nu=\left\lceil\frac{m(\mathcal{T})}{n-k}\right\rceil-1$. If $\bar{H}$ has support $\mathcal{T}$, then the corresponding code is an $(n, k, \delta)$ convolutional code with $\nu \leq \delta \leq \nu(n-k)$. Moreover $H_{\nu}$ is full rank if and only if $\delta=\nu(n-k)$.
Proof. As the matrix $H(z)$ defined in Remark 9.4 is basic, $\delta$ is the maximal degree of the full-size minors of $H$, which is clearly upper bounded by $\nu(n-k)$. Moreover, any minor formed by a column with degree $\nu$ and suitable columns of the systematic part of $H$ has degree $\nu$, which proves the lower bound.

If $H_{\nu}$ is full rank, it is equal to $[H]_{h r}$, and $H$ is reduced. Hence, $\delta$ is equal to the sum of the $n-k$ row degrees that are all equal to $\nu$, i.e. $\delta=\nu(n-k)$. If $H_{\nu}$ is not full rank, there are two possible cases. First, if $H_{\nu}$ contains no all-zero row, then $[H]_{h r}=H_{\nu}$ is not full rank, and hence $\delta$ is strictly smaller than the sum of the row degrees which is $\nu(n-k)$. Second, if $H_{\nu}$ contains a row of zeros, then the sum of the row degrees of $H$ is strictly smaller than $\nu(n-k)$ and thus, also $\delta$ is strictly smaller than $\nu(n-k)$.

Remark 9.7. If $k<n-k$, i.e. the rate of the code is smaller than $1 / 2$, then (9.3) implies that $H_{\nu}$ cannot be full rank. Moreover, in this case, $[H]_{h r}$ can only be full rank if at least $n-2 k$ row degrees of $H$ are zero.

Proposition 9.8. Let $n, k, w$ be positive integers with $n>k$ and $\mathcal{T}$ be a $(k, w)$-wDTS. Assume $\bar{H}$ has support $\mathcal{T}$ and consider the convolutional code $\mathcal{C}$ constructed as kernel of the sliding parity-check matrix corresponding to $\bar{H}$. If $N$ is the maximal codeword length, i.e. for any codeword $v(z) \in \mathcal{C}, \operatorname{deg}(v)+1 \leq N / n$, then the sliding parity-check matrix corresponding to $\bar{H}$ has density

$$
\frac{w k+n-k}{(n-k)(\nu n+N)} .
$$

Proof. To compute the density of a matrix, one has to divide the number of nonzero entries by the total number of entries. The result follows immediately.

Theorem 9.9. Let $\mathcal{C}$ be an $(n, k)$ convolutional code with parity-check matrix $H$. Assume that all the columns of $\left[\begin{array}{lll}A_{0}^{\top} & \cdots & A_{\nu}^{\top}\end{array}\right]^{\top}$ defined as in (9.3) have weight $w$ and denote by $w_{j}$ the minimal column weight of $\left[\begin{array}{lll}A_{0}^{\top} & \cdots & A_{j}^{\top}\end{array}\right]^{\top}$. For $I \subset\{1, \ldots,(n-k)(\nu+1)\}$ and $J \subset$ $\{1, \ldots, n(\nu+1)\}$ we define $[\mathcal{H}]_{I ; J}$ as the submatrix of $\mathcal{H}$ with row indices $I$ and column indices $J$. Assume that for some $\tilde{w} \leq w$ all $I, J$ with $|J| \leq|I| \leq \tilde{w}$ and $j_{1}:=\min (J) \leq k$ and $I$ containing the indices where column $j_{1}$ is nonzero, we have that the first column of $[\mathcal{H}]_{I ; J}$ is not contained in the span of the other columns of $[\mathcal{H}]_{I ; J}$. Then
(i) $\tilde{w}+1 \leq \mathrm{d}_{\text {free }}(\mathcal{C}) \leq w+1$,
(ii) $\min \left(w_{j}, \tilde{w}\right)+1 \leq d_{j}^{c}(\mathcal{C}) \leq w_{j}+1$.

Proof. (i) Without loss of generality, we can assume that the first entry in the first row of $H_{0}$ is nonzero. Denote the first column of $\mathcal{H}$ by $\left[h_{1,1}, \ldots, h_{1,(n-k) \nu}\right]^{\top}$. Then, $v(z)=\sum_{i=0}^{r} v_{i} z^{i}$ with

$$
\begin{aligned}
v_{0} & =\left[\begin{array}{lll}
1 & 0 & \cdots 0
\end{array} h_{1,1} \cdots-h_{1,(n-k)}\right] \quad \text { and } \\
v_{i} & \left.=\left[\begin{array}{lll}
0 & 0 & \cdots 0
\end{array}\right] h_{1,(n-k) i+1} \cdots-h_{1,(n-k)(i-1)}\right],
\end{aligned}
$$

for $i \geq 1$ is a codeword with $\operatorname{wt}(v(z))=w+1$ as the weight of the first column of $\mathcal{H}$ is equal to $w$. Hence $\mathrm{d}_{\text {free }} \leq w+1$.

Assume by contradiction that there exists a codeword $v(z) \neq 0$ with weight $d \leq \tilde{w}$. We can assume that $v_{0} \neq 0$, i.e. there exists $i \in\{1, \ldots, n\}$ with $v_{0, i} \neq 0$. We know that $\mathcal{H} v^{\top}=0$ and from (9.3) we obtain that there exists $j \in\{1, \ldots, n\}$ with $j \neq i$ and $v_{0, j} \neq 0$ and we can assume that $i \leq k$.

Now, we consider the homogeneous system of linear equations given by $\mathcal{H} v^{\top}=0$ and we only take the rows, i.e. equations, where column $i$ of $\mathcal{H}$ has nonzero entries. Moreover, we define $\tilde{v} \in \mathbb{F}^{d}$ as the vector consisting of the nonzero components of $v_{0}, v_{1}, \ldots, v_{\operatorname{deg}(v)}$. We end up with a system of equations of the form $[\mathcal{H}]_{I ; J} \tilde{v}^{\top}=0$ where $[\mathcal{H}]_{I ; J}$ fulfills the assumptions stated in the theorem. But this is a contradiction as $\tilde{v}^{\top}$ has all components nonzero and therefore $[\mathcal{H}]_{I ; J} \tilde{v}^{\top}=0$ implies that the first column of $[\mathcal{H}]_{I ; J}$ is contained in the span of the other columns
of this matrix.
(ii) The result follows from Theorem 6.17 with an analogue reasoning as in part (i).

Remark 9.10. With the assumptions of Theorem 9.9, if $\tilde{w}=w$, one has $d_{j}^{c}=\mathrm{d}_{\text {free }}$ for $j \geq \nu$. Moreover, if $\bar{H}$ has support $\mathcal{T}$, one achieves higher column distances (especially for small $j$ ) if the elements of $\mathcal{T}$ are small.

Corollary 9.11. If $\mathcal{T}$ is a $(k, w)$-DTS and $\mathcal{C}$ is an $(n, k)$ convolutional code constructed from $\mathcal{T}$ as in Definition 9.5, then one has that:
(i) $\mathrm{d}_{\text {free }}(\mathcal{C})=w+1$,
(ii) $d_{j}^{c}(\mathcal{C})=w_{j}+1$.

Proof. As already mentioned in [132], matrices $\mathcal{H}$ constructed from a DTS have the property that for every pair of columns, their supports intersect at most once. Since $[\mathcal{H}]_{I ; J}$ as defined in Theorem 9.9 has the property that all entries in the first column are non-zero, all other columns have at most one non-zero entry. But this implies that the first column cannot be in the span of the other columns and thus, the requirements of Theorem 9.9 are fulfilled for $\tilde{w}=w$, which proves the corollary.

Remark 9.12. If $n-k>1$, it is not necessary to have a DTS to obtain that all columns of $\mathcal{H}$ intersect at most once since one only has to consider shifts of columns by multiples of $n-k$. Therefore, we still need to consider a set $\mathcal{T}=\left\{T_{1}, \ldots, T_{k}\right\}$ such that all the differences $a_{i_{1}, j_{1}}-a_{i_{1}, s_{1}}$ and $a_{i_{2}, j_{2}}-a_{i_{2}, s_{2}}$ for $i_{1} \neq i_{2}$ are different, i.e. two differences coming from different triangles of $\mathcal{T}$ have always to be different, but $a_{i, j_{1}}-a_{i, s_{1}}$ and $a_{i, j_{2}}-a_{i, s_{2}}$, i.e. differences coming from the same triangle, only have to be different if $(n-k) \mid\left(a_{i, j_{1}}-a_{i, j_{2}}\right)$.

Example 9.13. Consider $n=3, k=1$ and $T_{1}=\{1,2,3\}$. It holds $2-1=3-2$ but since $3-2$ is not divisible by $n-k=2$, this does not matter and we still get that all columns of $\mathcal{H}$ intersect at most once. For example for $\nu=1$, we get

$$
\mathcal{H}=\left[\begin{array}{llllll}
1 & 1 & 0 & 0 & 0 & 0 \\
1 & 0 & 1 & 0 & 0 & 0 \\
1 & 0 & 0 & 1 & 1 & 0 \\
0 & 0 & 0 & 1 & 0 & 1
\end{array}\right]
$$

From Corollary 9.11 we know that if we use a DTS to construct the parity-check matrix of the code, then the values of the nonzero entries are not important to achieve good distance properties. In the following, we present a construction that achieves also quite large distances if one takes the sets in a wDTS as support sets for the columns of the non-systematic part of $\bar{H}$. Moreover, in Section 9.4, we show that this construction ensures that the Tanner graph
associated to $H$ is free from cycles of arbitrary length not satisfying the FRC if the size of the underlying field is sufficiently large and the wDTS fulfills some additional properties.

Definition 9.14. Let $k, n$ be positive integers with $n>k$ and $\mathcal{T}:=\left\{T_{1}, \ldots, T_{k}\right\}$ be a $(k, w)$ wDTS with scope $m(\mathcal{T})$. Set $\nu=\left\lceil\frac{m(\mathcal{T})}{n-k}\right\rceil-1$ and let $\alpha$ be a primitive element for $\mathbb{F}_{q}$, so that every non-zero element of $\mathbb{F}_{q}$ can be written as power of $\alpha$. For any $1 \leq i \leq(\nu+1)(n-k)$, $1 \leq l \leq k$, define

$$
\bar{H}_{i, l}^{\mathcal{T}}:=\left\{\begin{array}{ll}
\alpha^{i l} & \text { if } i \in T_{l} \\
0 & \text { otherwise }
\end{array} .\right.
$$

Obtain the matrix $\mathcal{H}^{\mathcal{T}}$ by "shifting" the columns of $\bar{H}^{\mathcal{T}}$ by multiples of $n-k$ and then a sliding matrix $H^{\mathcal{T}}$ of the form of equation (6.3). Finally, define $\mathcal{C}^{\mathcal{T}}:=\operatorname{ker}\left(\mathcal{H}^{\mathcal{T}}\right)$ over $\mathbb{F}_{q}$.

Example 9.15. Let $\mathbb{F}_{q}:=\left\{0,1, \alpha, \ldots, \alpha^{q-2}\right\}$ and $\mathcal{T}$ be a $(2,3)$-wDTS, such that $T_{1}:=\{1,2,6\}$ and $T_{2}:=\{1,2,4\}$. Then, with the notation above,

$$
\bar{H}^{\mathcal{T}}=\left[\begin{array}{ccc}
\alpha & \alpha^{2} & 1 \\
\alpha^{2} & \alpha^{4} & 0 \\
0 & 0 & 0 \\
0 & \alpha^{8} & 0 \\
0 & 0 & 0 \\
\alpha^{6} & 0 & 0
\end{array}\right],
$$

which leads to the following sliding matrix.

$$
\mathcal{H}^{\mathcal{T}}=\left[\begin{array}{ccccccccccccccccccccc}
\alpha & \alpha^{2} & 1 & & & & & & & & & & & & & & & \\
\alpha^{2} & \alpha^{4} & 0 & \alpha & \alpha^{2} & 1 & & & & & & & & & & & \\
0 & 0 & 0 & \alpha^{2} & \alpha^{4} & 0 & \alpha & \alpha^{2} & 1 & & & & & & & & & \\
0 & \alpha^{8} & 0 & 0 & 0 & 0 & \alpha^{2} & \alpha^{4} & 0 & \alpha & \alpha^{2} & 1 & & & & & & \\
0 & 0 & 0 & 0 & \alpha^{8} & 0 & 0 & 0 & 0 & \alpha^{2} & \alpha^{4} & 0 & \alpha & \alpha^{2} & 1 & & & \\
\alpha^{6} & 0 & 0 & 0 & 0 & 0 & 0 & \alpha^{8} & 0 & 0 & 0 & 0 & \alpha^{2} & \alpha^{4} & 0 & \alpha & \alpha^{2} & 1
\end{array}\right] .
$$

The code constructed here is a $(3,2)_{q}$ convolutional code. In this example, one has $d_{0}^{c}=2$, $d_{1}^{c}=d_{2}^{c}=d_{3}^{c}=d_{4}^{c}=3$ and $d_{5}=\mathrm{d}_{\text {free }}=4$.

The next theorem is a generalization of [9, Theorem 12] to any rate.
Theorem 9.16. Let $w, n, k$ be positive integers with $n>k$ and $\mathcal{T}$ be a $(k, w)$-wDTS with scope $m(\mathcal{T})$ and $q>(\nu+1)(n-k)(k-1)+1=\left\lceil\frac{m(\mathcal{T})}{n-k}\right\rceil(n-k)(k-1)+1$. Let $\mathcal{C}^{\mathcal{T}}$ be the $(n, k)_{q}$ convolutional code defined from $\mathcal{T}$, as defined in Definition 9.14 and consider $\mathcal{H}^{\mathcal{T}}$ as in (9.2). Then, all the $2 \times 2$ minors in $\mathcal{H}^{\mathcal{T}}$ that are non-trivially zero are non-zero.

Proof. The only $2 \times 2$ minors to check are the ones of the form $\left|\begin{array}{ll}a_{1} & a_{2} \\ a_{3} & a_{4}\end{array}\right|$. By definition of wDTS, the support of any column of $\mathcal{H}^{\mathcal{T}}$ intersects the support of its shift at most once. This ensures that the columns of all these minors are the shift of two different columns of $\bar{H}^{\mathcal{T}}$. Moreover, all the elements in the minor are powers of $\alpha$. In particular, let $1 \leq i, r \leq(\nu+1)(n-k), 1 \leq j, \ell \leq k$ (note that $j<\ell$ or $\ell<j$ according to which columns from $\bar{H}^{\mathcal{T}}$ are involved in the shifts). Hence we have that:

$$
\begin{aligned}
& \left|\begin{array}{cc}
a_{1} & a_{2} \\
a_{3} & a_{4}
\end{array}\right|=\left|\begin{array}{cc}
\alpha^{i j} & \alpha^{m \ell} \\
\alpha^{(i+r) j} & \alpha^{(m+r) \ell}
\end{array}\right|= \\
& \alpha^{i j} \alpha^{(m+r) \ell}-\alpha^{m \ell} \alpha^{(i+r) j}=\alpha^{i j+m \ell}\left(\alpha^{r \ell}-\alpha^{r j}\right)
\end{aligned}
$$

which is 0 if and only if $r \ell=r j \bmod (q-1)$. Since it holds that $0 \leq j<\ell \leq k$ or $0 \leq \ell<j \leq k$ and $1 \leq r \leq(\nu+1)(n-k)$, this cannot happen.

The following theorem is a generalization of [9, Theorem 13] for any rate. However, in the proof in [9] there is a computation mistake, hence we put the correct version below.

Theorem 9.17. Let $w, n, k$ be positive integers with $n>k$ and $\mathcal{T}$ be a $(k, w)$-wDTS with scope $m(\mathcal{T}), w \geq 3$. Let $\mathcal{C}^{\mathcal{T}}$ be the $(n, k)_{q}$ convolutional code defined from $\mathcal{T}$, as in Definition 9.14 with $\mathcal{H}^{\mathcal{T}}$ as defined in (9.2) and assume that $(\nu+1)(n-k)>2$. Assume also that $q=p^{N}$, where $p>2$ and

$$
N>(\nu+1)(n-k)(k-1)=\left\lceil\frac{m(\mathcal{T})}{n-k}\right\rceil(n-k)(k-1)
$$

Then, all the $3 \times 3$ minors in $\mathcal{H}^{\mathcal{T}}$ that are non-trivially zero are non-zero.
Proof. We need to distinguish different cases.
Case I. The $3 \times 3$ minors are of the form

$$
\left|\begin{array}{ccc}
a_{1} & a_{2} & a_{3} \\
a_{4} & a_{5} & a_{6} \\
a_{7} & a_{8} & a_{9}
\end{array}\right|,
$$

with $a_{i} \neq 0$ for any $i$. As we observed in Theorem 9.16, in this case all the columns are shifts of three different columns from $\bar{H}^{\mathcal{T}}$, since each column can intersect any of its shifts at most once. Observe that we can write a minor of this form as

$$
\left|\begin{array}{ccc}
a_{1} & a_{2} & a_{3} \\
a_{4} & a_{5} & a_{6} \\
a_{7} & a_{8} & a_{9}
\end{array}\right|=\left|\begin{array}{ccc}
\alpha^{i j} & \alpha^{l u} & \alpha^{t m} \\
\alpha^{(i+r) j} & \alpha^{(l+r) u} & \alpha^{(t+r) m} \\
\alpha^{(i+r+s) j} & \alpha^{(l+r+s) u} & \alpha^{(t+r+s) m}
\end{array}\right|,
$$

where $1 \leq i, l, t \leq(\nu+1)(n-k), r, s \in \mathbb{Z}$ are possibly negative, with $r \neq s$, and $1 \leq j, u, m \leq k$
representing the index of the column from which the selected element comes from (or if the selected elements belongs to the shift of some column, $j, u, m$ are still the indexes of the original column). Due to symmetry in this case we can assume $r, s \in \mathbb{N}$ and $1 \leq i, l, t \leq(\nu+1)(n-k)-3$. Moreover, $-(\nu+1)(n-k)+1 \leq i+r, l+r, t+r \leq(\nu+1)(n-k)-1$ and $-(\nu+1)(n-k) \leq$ $i+r+s, l+r+s, t+r+s \leq(\nu+1)(n-k)$. This determinant is 0 if and only if

$$
\begin{gather*}
\alpha^{r u+r m+s m}+\alpha^{r m+r j+s j}+\alpha^{r j+r u+s k}= \\
\alpha^{r u+r j+s j}+\alpha^{r j+r m+s m}+\alpha^{r u+r m+s k} . \tag{9.4}
\end{gather*}
$$

Without loss of generality we can assume that $j<u<m$ and it turns out that the maximum exponent in equation (9.4) is $r u+r m+s m$ while the minimum is $r u+r j+s j$. Let $M:=$ $r u+r m+s m-(r u+r j+s j)$. It is not difficult to see that the maximum value for $M$ is $((\nu+1)(n-k)-1)(k-1)$ hence this determinant can not be zero because $\alpha$ is a primitive element for $\mathbb{F}_{q}$ and, by assumption, $q=p^{N}$, where $N>M$.

Case II. The $3 \times 3$ minors are of the form

$$
\left|\begin{array}{ccc}
a_{1} & a_{2} & 0 \\
a_{3} & a_{4} & a_{5} \\
a_{6} & 0 & a_{7}
\end{array}\right| .
$$

As in the first case, we can assume that the minor is given by

$$
\left|\begin{array}{ccc}
\alpha^{i j} & \alpha^{l u} & 0 \\
\alpha^{(i+r) j} & \alpha^{(l+r) u} & \alpha^{(t+r) m} \\
\alpha^{(i+r+s) j} & 0 & \alpha^{(t+r+s) m}
\end{array}\right|,
$$

with the same bounds on the variables as before. But, in this case $j \neq u, m$ but $u$ can be equal to $m$. Indeed, the first column intersects the other two in two places, which means that they are not all shifts of the same column. However, the second and third ones can belong to the same column. This determinant is 0 when $\alpha^{r u+s m}+\alpha^{r j+s j}-\alpha^{r m+s m}=0$. In this case, according to the different possibilities for $j, u, m$ and $r, s$ we check the maximum and the minimum exponent. We present here only the worst case for the field size, which is obtained when $j<u<m$, $r<0$. We see that the minimum exponent is $r j+s j$ and the maximum is $r j+s m$. We consider $M:=r j+s m-r j-s j$ and we check what is the maximum value that $M$ can reach. It is not difficult to see that this is $(\nu+1)(n-k)(k-1)$. When $p=p^{N}$, with $N>M$, the considered determinant is never 0 .

Case III. The $3 \times 3$ minors are of the form

$$
\left|\begin{array}{ccc}
a_{1} & a_{2} & a_{3} \\
a_{4} & a_{5} & a_{6} \\
a_{7} & a_{8} & 0
\end{array}\right|,
$$

with $a_{i} \neq 0$ for any $i$. We can assume that, the minor is given by

$$
\left|\begin{array}{ccc}
\alpha^{i j} & \alpha^{l u} & \alpha^{t m} \\
\alpha^{(i+r) j} & \alpha^{(l+r) u} & \alpha^{(t+r) m} \\
\alpha^{(i+r+s) j} & \alpha^{(l+r+s) u} & 0
\end{array}\right|,
$$

with the same bounds on the variables as in previous cases. However, this time $1 \leq j<u<$ $m \leq k$. After some straightforward computations, we get that this determinant is 0 if and only if

$$
\begin{equation*}
\alpha^{r m+r j+s j}+\alpha^{r j+r u+s u}=\alpha^{r u+r j+s j}+\alpha^{r u+r m+s u} . \tag{9.5}
\end{equation*}
$$

In the worst case, consider $M:=r u+r j+s u-(r m+r j+s j)=r(u-m)+s(u-j)$ with $r<0$. We immediately see that the maximum value that $M$ can reach is $(\nu+1)(n-k)(k-2)+1$, hence this determinant can not be zero because $\alpha$ is a primitive element for $\mathbb{F}_{q}$ and, by assumption, $q=p^{N}$, where $N>M$.

Case IV. The $3 \times 3$ minors are of the form

$$
\left|\begin{array}{ccc}
a_{1} & a_{2} & 0 \\
0 & a_{3} & a_{4} \\
a_{6} & 0 & a_{5}
\end{array}\right| .
$$

In this case, we can have that the three considered columns come from different shifts of the same one, hence we allow that some (or all) among $j, u, m$ are equal. Arguing as before, we notice that these minors are given by

$$
\left|\begin{array}{ccc}
\alpha^{i j} & \alpha^{l u} & 0 \\
0 & \alpha^{(l+r) u} & \alpha^{(t+r) m} \\
\alpha^{(i+r+s) j} & 0 & \alpha^{(t+r+s) m}
\end{array}\right|=\alpha^{i j+l u+t m+r m}\left(\alpha^{r u+s m}+\alpha^{r j+s j}\right) .
$$

This determinant is 0 whenever $r(u-j)+s(m-j)-(q-1) / 2=0 \bmod (q-1)$. Analyzing all the possibilities we can have according to $r, s$ being negative or positive and $j, u, m$ being equal or different, after some computations, we obtain that, whenever $q>2(k-1)((\nu+1)(n-k)-1)+1$, the considered determinant is never 0 . And this is the case for our field size assumption.

Observe that Case IV of Theorem 9.17 corresponds to the lower bound for the field size
sufficient to avoid the presence of 6-cycles not satisfying the FRC. Hence, we have the following result.

Corollary 9.18. Let $\mathcal{C}^{\mathcal{T}}$ be an $(n, k)$ convolutional code constructed from a $(k, w) \mathrm{wDTS} \mathcal{T}$ and satisfying the conditions of Theorem 9.16 and Theorem 9.17. Then, $d_{\text {free }}\left(\mathcal{C}^{\mathcal{T}}\right) \geq 3$ and the code is free from 4 and 6 -cycles not satisfying the FRC.

Remark 9.19. If $\mathcal{C}^{\mathcal{T}}$ is an $(n, k)$ convolutional code constructed from a $(k, w) \operatorname{wDTS} \mathcal{T}$ and satisfying the conditions of Theorem 9.16 and Theorem 9.17, such that $H_{\nu}$ has no zero row and $n-k \leq \min \{3, k\}$, then, it follows from Proposition 9.6 that $\delta=\nu(n-k)$.

Example 9.20. Consider the $(3,2)_{q}$ code constructed in Example 9.15. Note that $\nu=5$, hence, for $q>11$ we can avoid all the 6 -cycles not satisfying the FRC (Case IV of Theorem 9.17).

### 9.4 Excluding Cycles not Satisfying the FRC

In this section, we give some conditions that ensure that the Tanner graph associated to the sliding parity-check matrix of a convolutional code constructed via a difference triangle set is free of $2 \ell$-cycles not satisfying the FRC.

First of all we recall from Subsection 9.2 that a $2 \ell$-cycle can be represented by an $\ell \times \ell$ submatrix of $\mathcal{H}$ that up to column and row permutations is of the form

$$
A=\left[\begin{array}{cccccc}
a_{1} & a_{2} & 0 & \cdots & \cdots & 0  \tag{9.6}\\
0 & a_{3} & a_{4} & \cdots & \cdots & \vdots \\
\vdots & & \ddots & & & \vdots \\
\vdots & & & \ddots & & \vdots \\
0 & & & & a_{2 \ell-3} & a_{2 \ell-2} \\
a_{2 \ell} & 0 & \cdots & \cdots & 0 & a_{2 \ell-1}
\end{array}\right]
$$

where $a_{i} \in \mathbb{F}_{q}^{*}$.
Remark 9.21. Observe that

$$
\left[\begin{array}{ccc}
A_{0} & & \\
\vdots & \ddots & \\
A_{\nu} & \cdots & A_{0}
\end{array}\right] \in \mathbb{F}^{(\nu+1)(n-k) \times(\nu+1) k},
$$

hence it is clear that the Tanner graph associated to $H$ can only contain $2 \ell$-cycles for

$$
\ell \leq \min \{(\nu+1)(n-k),(\nu+1) k\} .
$$

At first, we will investigate conditions on the wDTS used to construct the convolutional code that ensure that the associated Tanner graph contains no cycles at all independently of the
nonzero values of the sliding parity-check matrix and hence also independently of the underlying finite field.

Proposition 9.22. If $\mathcal{C}$ is an $(n, k)$ convolutional code whose parity-check matrix has support $\mathcal{T}$ where $\mathcal{T}$ is a $(k, w)$-wDTS with the property that none of the differences $a_{i, j}-a_{i, m}$ for $1 \leq i \leq k$ and $1 \leq m<j \leq w$ is divisible by $n-k$, then each pair of columns that is next to each other in $A$ as in (9.6) consists of shifts of different columns of $\bar{H}$. In particular, at most $\left\lfloor\frac{\ell}{2}\right\rfloor$ columns of $A$ can be shifts of the same column of $\bar{H}$.

Proof. The fact that none of the differences in the set is divisible by $n-k$ implies that the support of any column of $\bar{H}$ does not intersect the support of any of its shifts (by multiples of $n-k)$. Since the supports of neighbouring columns of $A$ intersect, they have to be shifts of different columns of $\bar{H}$.

Corollary 9.23. If $\mathcal{C}$ is an $(n, k)$ convolutional code whose parity-check matrix has support $\mathcal{T}$ where $\mathcal{T}$ is a $(k, w)$-wDTS with the property that $T_{1}=\cdots=T_{k}$ and none of the differences $a_{1, j}-a_{1, m}$ for $1 \leq m<j \leq w$ is divisible by $n-k$, then the Tanner graph associated to the parity-check matrix $H$ of $\mathcal{C}$ is free from cycles of any size (over every base field) not satisfying the FRC.

Theorem 9.24. Assume that $\mathcal{C}$ is an $(n, k)$ convolutional code constructed from an $(k, w)$-DTS $\mathcal{T}$ with $a_{i, 1}=1$ for all $1 \leq i \leq k$, where $(n-k)$ does not divide any of the nonzero differences $a_{i_{1}, j}-a_{i_{2}, m}$ for $1 \leq i_{1}, i_{2} \leq k$ and $1 \leq m, j \leq w$. Then, the Tanner graph associated to the parity-check matrix $H$ of $\mathcal{C}$ is free from cycles of any size (over every base field) not satisfying the FRC.

Proof. Assume by contradiction that $\mathcal{H}$ contains up to permutations a submatrix $A$ of the form (9.6). As the supports of the first two columns of $A$ intersect, they have to be shifts of different columns of $\bar{H}$. The supports of such shifts can only intersect once and the entries of this intersection come from the first row of $\bar{H}$. Applying the same reasoning to the intersection of the supports of the second and third column of $A$, implies that $a_{2}$ and $a_{3}$ in $A$ both come from the first row of $\bar{H}$ which is not possible. This shows the result.

Example 9.25. Consider the (2,3)-DTS $\mathcal{T}=\left\{T_{1}, T_{2}\right\}$ with $T_{1}=\{1,2,5\}$ and $T_{2}=\{1,3,9\}$. The set of all occurring nonzero differences $a_{i_{1}, j}-a_{i_{2}, m}$ is $\{1,2,3,4,6,7,8\}$, i.e. none of them is divisible by 5 . Hence the matrix $H(z)=H_{0}+H_{1} z$ with $H_{0}=\left[\begin{array}{ll}\bar{H}_{0} & I_{5}\end{array}\right]$ and $H_{1}=\left[\begin{array}{ll}\bar{H}_{1} & 0_{5}\end{array}\right]$, where

$$
\bar{H}_{0}=\left[\begin{array}{ll}
1 & 1 \\
1 & 0 \\
0 & 1 \\
0 & 0 \\
1 & 0
\end{array}\right], \quad \bar{H}_{1}=\left[\begin{array}{ll}
0 & 0 \\
0 & 0 \\
0 & 0 \\
0 & 1 \\
0 & 0
\end{array}\right]
$$

and

$$
[H]_{h r}=\left[\begin{array}{ccccccc}
1 & 1 & 1 & 0 & 0 & 0 & 0 \\
1 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 1 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 & 0 & 0 & 1
\end{array}\right]
$$

full rank, i.e. $\delta=1$, is the parity-check matrix of an $(7,2,1)_{q}$ convolutional code that is free of cycles of any size for any prime power $q$.

Next, we want to relax the conditions on the wDTS used for construction of the convolutional code but still exclude cycles in the Tanner graph of the sliding parity-check matrix that do not fulfill the FRC by using the construction from Definition 9.14 and considering sufficiently large field sizes.

To ensure that the considered cycle does not satisfy the FRC, we have to guarantee that $\operatorname{det} A \neq 0$ as an element of $\mathbb{F}_{q}$. It is easy to check that

$$
\operatorname{det} A=\prod_{\substack{i=1 \\ i \text { odd }}}^{2 \ell} a_{i} \pm \prod_{\substack{i=1 \\ i \text { even }}}^{2 \ell} a_{i} .
$$

Let $\mathcal{T}$ be a $(k, w)$-wDTS and let $\mathcal{C}^{\mathcal{T}}$ be the convolutional code defined from $\mathcal{T}$, with $\mathcal{H}^{\mathcal{T}}$ as defined in (9.2). Each matrix representation $A$ of a $2 \ell$-cycle comes from selecting $\ell$ rows and $\ell$ columns of $\mathcal{H}^{\mathcal{T}}$. Moreover, in each column of $A$, exactly two positions are non-zero. Let $\alpha$ be a primitive element for $\mathbb{F}_{q}$, let $s_{1}, \ldots, s_{\ell} \in \mathbb{N}$ be the indexes of the columns of $\mathcal{H}^{\mathcal{T}}$, selected to form the cycle, (we consider $s_{i}$ also if we select the shift of the $i$-th column) hence we have that $1 \leq s_{h} \leq k$.

We can write $A$ in the following form:

$$
\left[\begin{array}{cccccc}
\alpha^{r_{1} s_{1}} & \alpha^{r_{2} s_{2}} & 0 & 0 & \cdots & 0 \\
0 & \alpha^{\left(r_{2}+i_{1}\right) s_{2}} & \alpha^{\left(r_{3}+i_{1}\right) s_{3}} & 0 & \cdots & 0 \\
0 & 0 & \alpha^{\left(r_{3}+i_{1}+i_{2}\right) s_{3}} & \alpha^{\left(r_{4}+i_{1}+i_{2}\right) s_{4}} & \cdots & 0 \\
\vdots & & & \ddots & \ddots & \\
\alpha^{\left(r_{1}+i_{1}+\cdots+i_{\ell-1}\right) s_{1}} & 0 & 0 & 0 & \cdots & \alpha^{\left(r_{\ell}+i_{1}+\cdots+i_{\ell-1}\right) s_{\ell}}
\end{array}\right],
$$

where $i_{h} \in \mathbb{Z}$ and $\left|i_{h}\right|$ is equal to a difference from $T_{s_{h+1}}$ for $h=1, \ldots \ell-1$ and $\left|i_{1}+\cdots+i_{\ell-1}\right|$ is equal to a difference from $T_{s_{1}}$. Moreover, $1 \leq r_{h}+i_{1}+\ldots+i_{g} \leq(\nu+1)(n-k)$ for $h=1, \ldots, \ell$ and $g=0, \ldots, \ell-1$.

We want to estimate the sufficient field size to have that this determinant is nonzero and therefore, we distinguish two cases.

Case I: Assume that $\ell$ is odd. In this case, the determinant of a matrix of the form (9.6) is
given by

$$
\operatorname{det} A=\prod_{\substack{i=1 \\ i \text { odd }}}^{2 \ell} a_{i}+\prod_{\substack{i=1 \\ i \text { even }}}^{2 \ell} a_{i} .
$$

Hence, if the characteristic of the field is $p>2$, it is equal to 0 in $\mathbb{F}_{q}$ if and only if

$$
\alpha^{\left(i_{1}+i_{2}+\cdots+i_{\ell-1}\right) s_{1}}+\alpha^{i_{1} s_{2}+i_{2} s_{3}+\cdots+i_{\ell-1} s_{\ell}}=0,
$$

which is equivalent to

$$
\left(i_{1}+i_{2}+\cdots+i_{\ell-1}\right) s_{1}=i_{1} s_{2}+i_{2} s_{3}+\cdots+i_{\ell-1} s_{\ell}+\frac{(q-1)}{2} \bmod (q-1)
$$

and hence

$$
i_{1}\left(s_{2}-s_{1}\right)+i_{2}\left(s_{3}-s_{1}\right)+\cdots+i_{\ell-1}\left(s_{\ell}-s_{1}\right)-\frac{(q-1)}{2}=0 \quad \bmod (q-1)
$$

It is then enough to consider $q$ bigger than the maximum value that can be reached by the function

$$
1+2 \sum_{h=1}^{\ell-1} i_{h}\left(s_{h+1}-s_{1}\right)
$$

Now, note that $i_{h}$ can be also negative but in general, we can say that $\left|i_{h}\right| \leq(\nu+1)(n-k)-1$. Moreover, $\left|s_{i}-s_{1}\right| \leq k-1$. Hence, if we can ensure that

$$
\begin{aligned}
q & >2((\nu+1)(n-k)-1)(\ell-1)(k-1)+1 \\
& =2(\nu+1)(n-k)(\ell-1)(k-1)-2(\ell-1)(k-1)+1,
\end{aligned}
$$

with this construction we have a convolutional code whose sliding parity-check matrix is associated to a Tanner graph free from $2 \ell$-cycles, with $\ell$ odd, not satisfying the FRC.

Remark 9.26. Observe that in Theorem 9.17, we computed a more accurate estimation of the field size for getting rid of the $2 \ell$ cycles, for $\ell=3$, namely, $q>2(\nu+1)(n-k)(k-1)-2(k-1)+1$. The computation above shows that with $q>4(\nu+1)(n-k)(k-1)-4(k-1)+1$ we do not have 6 -cycles not satisfying the FRC. This difference is due to the possibility of a better estimation of the terms in the above inequality.

With the discussion above we have proved the following result.
Theorem 9.27. Let $n, k, w$ be positive integers with $n>k, \mathcal{T}$ be a $(k, w)$-wDTS and $\mathcal{C}^{\mathcal{T}}$ be the $(n, k)_{q}$ convolutional code constructed from $\mathcal{T}$ with $q=p^{N}$ and $p>2$. A sufficient condition for obtaining a code whose sliding parity-check matrix is free from $2 \ell$-cycles not satisfying the FRC with $\ell$ odd is to choose a field size $q>2(\nu+1)(n-k)(\ell-1)(k-1)-2(k-1)(\ell-1)+1$, where $\nu=\left\lceil\frac{m(\mathcal{T})}{n-k}\right\rceil-1$ is the degree of the parity-check matrix of $\mathcal{C}^{\mathcal{T}}$.

Example 9.28. Consider again the code constructed in Example 9.15. From Remark 9.21, we know that the highest length that we can have for a cycle is $10=2 \cdot 5$, but for $q$ odd with $q>41$ all the 10 -cycles satisfy the FRC.

Case II: Assume that $\ell$ is even. In this case, the determinant of a matrix of the form (9.6) is given by

$$
\operatorname{det} A=\prod_{\substack{i=1 \\ i \text { odd }}}^{2 \ell} a_{i}-\prod_{\substack{i=1 \\ i \text { even }}}^{2 \ell} a_{i}
$$

After some straightforward computation, it is easy to see that this determinant is equal to 0 in $\mathbb{F}_{q}$ if and only if

$$
\alpha^{\left(i_{1}+i_{2}+\cdots+i_{\ell-1}\right) s_{1}}=\alpha^{i_{1} s_{2}+i_{2} s_{3}+\cdots+i_{\ell-1} s_{\ell}},
$$

which is equivalent to

$$
\left(i_{1}+i_{2}+\cdots+i_{\ell-1}\right) s_{1}=i_{1} s_{2}+i_{2} s_{3}+\cdots+i_{\ell-1} s_{\ell} \quad \bmod (q-1)
$$

and hence

$$
f(i, s):=i_{1}\left(s_{2}-s_{1}\right)+i_{2}\left(s_{3}-s_{1}\right)+\cdots+i_{\ell-1}\left(s_{\ell}-s_{1}\right)=0 \quad \bmod (q-1) .
$$

for $i:=\left(i_{1}, \ldots, i_{\ell-1}\right)$ and $s:=\left(s_{1}, \ldots, s_{\ell}\right)$.
Moreover, we have the following constraints:

1. $-(\nu+1)(n-k)+1 \leq i_{h} \leq(\nu+1)(n-k)-1$ for $h=1, \ldots, \ell-1$
2. $-k+1 \leq s_{h+1}-s_{1} \leq k-1$, for $h=1, \ldots, \ell-1$;

We have to find conditions on the corresponding wDTS to ensure that $f(i, s)$ is nonzero when viewed as an element of $\mathbb{Z}$ and then, we can determine a lower bound for $q$ in order that it is also nonzero modulo $q-1$.

Using Proposition 9.22, we know that if none of the differences in the difference triangle set is divisible by $n-k$, then not all the values $s_{1}, \ldots, s_{\ell}$ can be identical. In particular, there is at least one $h \in\{2, \ldots, \ell\}$ such that $s_{h}-s_{1} \neq 0$.

Theorem 9.29. Let $\ell$ be an even integer, $k, n, w$ be integers such that $n>k, \mathcal{T}$ be a $(k, w)$ wDTS and $\mathcal{C}^{\mathcal{T}}$ be the $(n, k)_{q}$ convolutional code constructed from $\mathcal{T}$. Assume that $\mathcal{T}$ fulfills the conditions of Proposition 9.22 and has the property that $f(i, s)$ is nonzero in $\mathbb{Z}$ for all $s_{1}, \ldots, s_{\ell} \in$ $\{1, \ldots, k\}$ not all equal if $\left|i_{h}\right|$ is equal to a difference from $T_{s_{h+1}}$ for $h=1, \ldots \ell-1$ and $\mid i_{1}+\cdots+$ $i_{\ell-1} \mid$ is equal to a difference from $T_{s_{1}}$ and $q>((\nu+1)(n-k)-1)\left((k-1) \frac{\ell}{2}+(k-2) \frac{\ell-2}{2}\right)+1$. Then, the Tanner graph associated to the sliding parity-check matrix of $\mathcal{C}^{\mathcal{T}}$ is free from $2 \ell$-cycles that do not satisfy the FRC.

Proof. The conditions of the theorem ensure that $f(i, s)$ is nonzero in $\mathbb{Z}$. Moreover, it follows from Proposition 9.22 that

$$
((\nu+1)(n-k)-1)\left((k-1) \frac{\ell}{2}+(k-2) \frac{\ell-2}{2}\right)
$$

is an upper bound for $|f(i, s)|$. Hence, the result follows.
Next, we want to give an example for a convolutional code that fulfills the conditions of the preceding theorem.

Example 9.30. Let $n=7$ and $k=2$ and $T_{1}=\{1,2,5,9\}$ and $T_{2}=\{1,2,4,10\}$, i.e. $\nu=1$. Note that $T_{1}$ is no difference triangle in the strict sense as $9-5=5-1$ but as $n-k=5$ does not divide $9-5$, we can still use it for the construction of our code (see Remark 9.12). We get

$$
\mathcal{H}^{\mathcal{T}}=\left[\begin{array}{cccccccccccccc}
\alpha & \alpha^{2} & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\alpha^{2} & \alpha^{4} & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & \alpha^{8} & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\alpha^{5} & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & \alpha & \alpha^{2} & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & \alpha^{2} & \alpha^{4} & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 \\
\alpha^{9} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & \alpha^{8} & 0 & 0 & 0 & 1 & 0 \\
0 & \alpha^{20} & 0 & 0 & 0 & 0 & 0 & \alpha^{5} & 0 & 0 & 0 & 0 & 0 & 1
\end{array}\right] .
$$

Form Remark 9.21 one knows that with these parameters it is not possible to have cycles of length $2 \ell$ for $\ell>4$. Moreover, from Theorem 9.16, we obtain that we can exclude 4 -cycles not fulfilling the FRC if $q>11$ and from Theorem 9.17, that we can exclude 6 -cycles not fulfilling the FRC if $q>19$ and $q$ is odd. We will show that with the help of the preceding theorem, we can also exclude 8 -cycles in $\mathcal{H}^{T}$ that do not fulfill the FRC or in other words, all $2 \ell$-cycles for any $\ell$ in $\mathcal{H}^{\mathcal{T}}$ fulfill the FRC for $q>19$. First, from Proposition 9.22, we know that in the matrix $A$ representing any 8 -cycle we necessarily have $s_{1}=s_{3}$ and $s_{2}=s_{4}$ and each column of $\bar{H}^{\mathcal{T}}$ is involved once unshifted and once shifted by 5 . We get $f(i, s)= \pm\left(i_{1}+i_{3}\right)$ and have to exclude that $i_{1} \neq-i_{3}$. Considering $\mathcal{H}^{\mathcal{T}}$, we realize that 8 -cycles are only possible for $s_{1}=s_{3}=1$ and $s_{2}=s_{4}=2$ and $i_{1} \in\{ \pm 8, \pm 9\}$ and $i_{3} \in\{ \pm 2, \pm 3\}$. Hence, for $q>9 \cdot 2+1=19$, the corresponding convolutional code is free from 8-cycles not fulfilling the FRC and hence, free from $2 \ell$-cycles not fulfilling the FRC for any $\ell$.

To conclude this section, we will modify our construction from Definition 9.14 in order to further relax the conditions on the underlying wDTS and still ensuring that we have no cycles not fulfilling the FRC. However, this will come with the cost of a larger field size.

Definition 9.31. Let $k, n$ be positive integers with $n>k$ and $\mathcal{T}:=\left\{T_{1}, \ldots, T_{k}\right\}$ an $(k, w)$ wDTS with scope $m(\mathcal{T})$. Set $\nu=\left\lceil\frac{m(\mathcal{T})}{n-k}\right\rceil-1$ and let $\alpha$ be a primitive element for $\mathbb{F}_{q}$. Moreover, let $P$ be a prime (with properties that will be determined later). For any $1 \leq i \leq(\nu+1)(n-k)$, $1 \leq l \leq k$, define

$$
\bar{H}_{i, l}^{(\mathcal{T})}:=\left\{\begin{array}{ll}
\alpha^{P^{i} l} & \text { if } i \in T_{l} \\
0 & \text { otherwise }
\end{array} .\right.
$$

Theorem 9.32. Let $k, n, w$ be positive integers with $n>k$ and $\mathcal{T}$ be a DTS with $a_{i, 1}=1$ for all $1 \leq i \leq k$ and $\mathcal{C}$ be an $(n, k)_{q}$ convolutional code constructed from $\bar{H}^{(\mathcal{T})}$. If $P>\ell k$ and $q>k P^{(\nu+1)(n-k)} \frac{P^{2 \ell}-1}{P^{2 \ell}-P^{2 \ell-1}}+1$, then the Tanner graph associated to the sliding parity-check matrix contains no cycles of size $2 \ell$ not fulfilling the FRC.

Proof. As with the construction from Definition 9.14, we obtain that $\operatorname{det}(A)=0$ if and only if a certain linear combination $\tilde{f}(i, s)$ of exponents of $P$ with $2 \ell$ coefficients from $\{1, \ldots, k\}$ is zero. As the exponents correspond to row indices before a possible shift and the unshifted columns only intersect in the first row, all exponents that are equal to any other exponent are equal to 1 . Moreover, as exponents from the same column of $A$ cannot be the same, at most $\ell$ exponents can be equal to 1 . In summary, we obtain that $\tilde{f}(i, s)$ is of the form $\tilde{f}(i, s)=P x+P^{e_{1}} x_{1}+\cdots+P^{e_{t}} x_{t}$ with natural numbers $1<e_{1}<\cdots<e_{t} \leq(\nu+1)(n-k), t \in\{\ell, \ldots, 2 \ell\}, x_{j} \in\{-k, \ldots, k\} \backslash\{0\}$ for $j=1, \ldots, t$ and $x \in\{-\ell k, \ldots,+\ell k\}$. Since $m$ was chosen to be a prime larger than $\ell k$, $\tilde{f}(i, s)$ is nonzero in $\mathbb{Z}$. Furthermore, $|\tilde{f}(i, s)| \leq k \sum_{i=0}^{2 \ell-1} P^{(\nu+1)(n-k)-i}=k P^{(\nu+1)(n-k)} \frac{P^{2 \ell}-1}{P^{2 \ell}-P^{2 \ell-1}}$ and hence it cannot be zero modulo $q-1$.

Finally, we illustrate our modified construction with an example.
Example 9.33. If we take the DTS $\mathcal{T}=\{\{1,2,5\},\{1,3,8\}\}$ to construct an $(6,2)_{q}$ convolutional code, we have $m(\mathcal{T})=8$ and $\nu=1$. If we want that the girth of the corresponding parity-check matrix is at least 12 , we have to choose $P>10$, i.e. $P=11$. To get the desired property it would be sufficient if the field size is larger than $4.716 \times 10^{8}$. If it is sufficient to have a girth of at least 8 , it would be enough to choose $P=7$ and the sufficient field size decreases to $1.35 \times 10^{7}$.
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[^0]:    ${ }^{1}$ For monomial with minimum degree in $x$ of $\operatorname{det}(G(x, Y, \mathrm{~B}, \Lambda))$, we mean the monomial as an element in $\mathbb{F}_{q}[Y][x]$, of the form $p(Y) x^{b}$, where $p(Y)$ is in the ring of coefficients $\mathbb{F}_{q}[Y]$ and $b$ is the smallest exponent of $x$ involved in the expression of $\operatorname{det}(G(x, Y, \mathrm{~B}, \Lambda))$.

